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Abstract

This paper studies the Minimum Divergence (MD) class of estimators for econometric models specified through moment restrictions. We show that MD estimators can be obtained as solutions to a tractable lower dimensional optimization problem. This problem is similar to the one solved by the Generalized Empirical Likelihood estimators of Newey and Smith (2004), but it is equivalent to it only for a subclass of divergences. The MD framework provides a coherent testing theory: tests for overidentification and parametric restrictions in this framework can be interpreted as semiparametric versions of Pearson-type goodness of fit tests. The higher order properties of MD estimators are also studied and it is shown that MD estimators that have the same higher order bias as the Empirical Likelihood (EL) estimator also share the same higher order Mean Square Error and are all higher order efficient. We identify members of the MD class that are not only higher order efficient, but also, unlike the EL estimator, well behaved when the moment restrictions are misspecified.
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1 Introduction and motivations

Econometric models are often postulated in terms of moment restrictions:

\[
\int q(w, \theta_0) F(dw) = 0, \tag{1}
\]

where \( w \in \mathcal{W} \subseteq \mathbb{R}^L \) is a random vector with unknown probability distribution \( F \), and \( q(w, \theta) \) is an \( M \times 1 \) vector of functions of \( w \) and the parameter \( \theta \in \Theta \subset \mathbb{R}^K \), \( q : \mathcal{W} \times \Theta \mapsto \mathbb{R}^M \). Given a random sample from \( w \), \((w_1, \ldots, w_N)\), the objective is to estimate \( \theta_0 \). Simultaneous systems of equations, dynamic panel data, and many other models frequently employed in econometrics have a formulation equivalent to (1).

The traditional way of estimating \( \theta_0 \) is by the Generalized Method of Moments (GMM) of Hansen (1982). GMM estimators are consistent and asymptotically normal in a broad array of setups (see, among others, Gallant and White (1988) and Newey and McFadden (1994)). Despite GMM’s desirable asymptotic properties and limited computational requirements, there has been increasing concern over its performance in applications. A vast literature documents that inference based on GMM has unsatisfying finite sample performance (see the articles in the 1996 special issue of the Journal of Business and Economic Statistics).

New estimators have been proposed that tend to perform better than GMM in some settings. The Continuous Updating Estimator (CUE) of Hansen et al. (1996), the Empirical Likelihood (EL) estimator of Qin and Lawless (1994) and Imbens (1997), and the Exponential Tilting (ET) of Kitamura and Stutzer (1997) are three of the most known examples.

Hansen et al. (1996) show through Monte Carlo simulations that CUE is nearly median unbiased. Simulations in Imbens (2002) suggest that EL and ET estimators have lower bias than GMM in nonlinear models. Mittelhammer et al. (2005) find that EL has lower bias than two-stage least squares in linear structural models. Imbens et al. (1998) present Monte Carlo evidence on the performance of the overidentification test statistics based on EL, ET and CUE, and find them to have lower size distortion than corresponding GMM statistics. Kitamura (2001) shows that EL is optimal in terms of large deviations for testing overidentifying restrictions. EL has been adapted to a wide array of settings. Notably, Guggenberger and Smith (2005) explore the behavior of EL in the weak instrumental variables scenario. Kitamura et al. (2004) apply EL to models defined through smooth conditional moment restrictions. Both Otsu (2008) and Whang (2006) apply EL to the estimation of parameters identified by conditional quantile restrictions.

Newey and Smith (2004) (NS henceforth) study the theoretical properties of EL, ET, CUE by embedding them into the Generalized Empirical Likelihood (GEL) class of...
estimators. They show that all GEL estimators have lower asymptotic bias than GMM. In particular, EL has the smallest $O(N^{-1})$ bias. The bias corrected EL is also second order efficient in the sense of Pfanzagl and Wefelmeyer (1979), suggesting that EL is a preferable member of the GEL class under the higher order bias/efficiency criterion.

This paper studies the properties of the Minimum Divergence (MD) class of estimators for parameters satisfying moment restrictions like (1). First, we show that MD estimators can be obtained as the solution to a saddle point problem whose criterion function is very similar to the one that GEL estimators optimize. However, the MD framework encompasses the GEL: using convex analysis arguments, we derive the condition under which the GEL and MD estimators coincide. Second, we show that the equivalence between MD estimators and solution to an optimization problem is complete: not only any MD estimator can be interpreted as solving a saddle point problem for a given criterion function; for any criterion function and corresponding saddle point problem, there exists an underlying MD problem whose solution is the same as the one to the saddle point problem.

The MD class of estimators is not new and it has a long history that precedes the generalization suggested by the Empirical Likelihood estimator. Its roots can be traced back to the Maximum Entropy (ME) principle introduced by Jaynes (see, Jaynes, 1984, 2003). In the econometric literature, the Maximum Entropy principle when moment restrictions are present was studied by Golan et al. (1996). For an excellent review of applications of the ME principle see Golan (2008). Also related to MD is the generalized minimum contrast class of estimators proposed by Pfanzagl (1979) and studied in detail by Bickel (1998, Ch. 7). Corcoran (1998) analyzes the performances of goodness of fit tests based on minimizing divergences when the moment function does not depend on a parameter. The idea of using duality for the ME dates back to Agmon et al. (1979) (see also Golan et al. (1996); Golan (2002, 2008) and references therein). Kitamura (2007) discusses duality for MD. Broniatowski and Keziou (2004b) and Broniatowski and Keziou (2004a) discuss the relationship between Empirical Likelihood type estimators and measures of divergences with emphasis on duality results also relevant for moment condition models.

Expressing the estimation problem in terms of divergence minimization is particularly appealing from a statistical point of view, since it provides a framework to understand the analogy between testing theory developed for parametric models and testing theory appropriate to the semiparametric setting considered here. We show that overidentification test statistics based on the saddle point criterion functions are semiparametric versions of Pearson-type goodness of fit tests.

We also study the higher order properties of MD estimators. We show that MD
estimators with the same $O(N^{-1})$ bias as EL also share the same higher order Mean Square Error (MSE). This result implies that these MD estimators are as efficient as the EL up to order $O(N^{-2})$, and that there are many higher order efficient MD estimators with competitive $O(N^{-1})$ bias.

Since higher order considerations alone are not sufficient for selecting a member of the MD class of estimators to be used in applications, we turn to misspecification robustness as an additional criterion. Results in Schennach (2007) suggest that if the moment restrictions are misspecified, the EL estimator may be ill-behaved and may not be $\sqrt{N}$-consistent. Schennach (2007) proposes a new estimator that is a combination of EL and ET, which while having the same higher order properties of EL, is well behaved under misspecification. The existence of higher order efficient estimators in the MD class distinct from the EL estimator allows us to identify estimation procedures that are higher order efficient, behave well under misspecification, and are based on minimization of divergences.

A word on notation. If $A$ is a matrix, $\|A\| = \sqrt{\text{Tr} AA'}$ denotes its Frobenious norm. This reduces to the usual Euclidean norm when $A$ is a vector. Throughout the paper, vectors are columns unless transposed. Random vectors and their realizations are denoted by lower case letters. All limits are taken as $N \to \infty$. The qualifiers “with probability one" and “with probability approaching one” are abbreviated as “w.p.1" and “w.p.a.1”, respectively. The symbols $O_p$ and $o_p$ are the stochastic order symbols. Finally, the following notation for functions and their derivatives is used. If $f$ is a function $f : \mathbb{R} \mapsto \mathbb{R}$, $f_r(x) := d^r f(x)/d^r x$, for all $r = 1, 2, \ldots$ for which $f$ is differentiable. If the inverse function of $f$ is defined, we set $\tilde{f}(x) := f^{-1}(x)$; similarly, for the inverse of the derivatives of $f$, we set $\tilde{f}_r(x) := f_r^{-1}(x)$.

2 Minimum Divergence estimators

Given a random sample of size $N$ $(w_1, \ldots, w_N)$, a Minimum Divergence estimator for the parameter vector $\theta_0$ that satisfies (1) is the solution to

$$\min_{\theta \in \Theta, \pi_1, \ldots, \pi_N} \sum_{i=1}^N \gamma(N \pi_i)/N, \quad \gamma \in \mathcal{G},$$

$$s.t. \quad \sum_{i=1}^N \pi_i q(w_i, \theta) = 0, \quad \sum_{i=1}^N \pi_i = 1, \quad N \pi_i \in D_\gamma,$$

where $\mathcal{G}$ denotes the class of convex and twice continuously differentiable divergence functions, $\gamma : D_\gamma \subseteq \mathbb{R} \mapsto \mathbb{R}_+$ with $D_\gamma$ convex and $\text{int}(D_\gamma) = (a_\gamma, b_\gamma)$, $a_\gamma < 1 < b_\gamma$;
\( \gamma(1) = 0, \gamma_1(1) = 0, \gamma_2(x) > 0 \) for \( x \in (a, b) \), \( \gamma_2(1) = 1 \). A strictly positive second derivative in the interior of the domain implies that any \( \gamma \in \mathcal{G} \) is strictly convex. Note that \( \gamma(1) = 0 \) and \( \gamma_2(1) = 1 \) are normalizations that are not restrictive. Let \( \rho : D_\rho \subseteq \mathbb{R} \to \mathbb{R}_+ \) be convex and twice continuously differentiable on the convex set \( D_\rho \). If \( \rho \) does not satisfy the normalizations, the function \( \tilde{\rho}(x) := \rho(x)/\rho_2(1) - x\rho(1)/\rho_2(1) - \rho(0)/\rho_2(1) \) will and \( \tilde{\rho} \in \mathcal{G} \).

The MD problem in (2) defines a collection of estimators indexed by \( \gamma \) ranging in \( \mathcal{G} \). Notably, it encompasses the EL estimator, for \( \gamma^{el}(x) = -\ln x + x - 1 \), the ET, for \( \gamma^{el}(x) = x \ln x - x + 1 \), the CUE, for \( \gamma^{cue}(x) = x^2/2 - x + .5 \), and estimators based on the Cressie-Read family of divergences (Cressie and Read, 1984), for \( \gamma^{cr}(x; \alpha) = \frac{x^{\alpha+1} - 1}{\alpha(\alpha+1)} - \frac{1}{\alpha}x + \frac{1}{\alpha} \), \( \alpha \neq \{0, -1\} \).

The Fisher consistency of the MD procedure can be shown heuristically as follows. The function \( \sum_{i=1}^N \gamma(N\pi_i)/N \) is minimized when \( \pi_i = N^{-1} \), \( i = 1, \ldots, N \). From all the feasible vectors \( (\pi_1, \ldots, \pi_N) \) and parameters \( \theta \in \Theta \), the MD problem will select a \( \theta \) that gives a weighting that is the closest to assigning \( N^{-1} \) to each sample point. As \( N \to \infty \), the moment restrictions in (1) imply that \( \theta \approx \theta_0 \) and \( \pi_i \approx N^{-1} \) will solve (2). Intuitively, since \( \gamma(1) = 0 \) for all \( \gamma \in \mathcal{G} \), the specific member of \( \mathcal{G} \) used in the procedure does not determine the first order asymptotic behavior of the estimator; features of \( \gamma \) in a neighborhood of 1 do, however, determine the finite sample properties of the estimator.

Remark 1. In the exactly identified case, that is, \( M = K \), if there exists a \( \hat{\theta} \in \Theta \) such that \( \sum_{i=1}^N q(w_i, \hat{\theta})/N = 0 \), then the MD estimator of \( \theta_0 \) is \( \hat{\theta} \) and the optimal weights are given by \( \pi_i = N^{-1} \) \( i = 1, \ldots, N \). Thus, in this case, the MD estimator coincides with the Method of Moment estimator.

Remark 2. Problem (2) is feasible if the set \( C(\theta) = \{y_i \in D_\gamma, i \leq N : \sum_{i=1}^N y_i q_i(w_i, \theta) = 0\} \) is non empty for at least some \( \theta \in \Theta \). If \( a_\gamma < 0 \), then the problem is always feasible, that is, \( C(\theta) \) is non empty for all \( \theta \in \Theta \). If \( a_\gamma = 0 \) or \( a_\gamma > 0 \), then, for a given sample of \( N \) observations on \( w \), the set \( C(\theta) \) may be empty for all \( \theta \in \Theta \).

Remark 3. The solution to the MD problem is not in general unique in \( \theta \). Strict convexity of \( \gamma \) does, however, imply that the optimal \( \pi_i \)'s are unique. Suppose that \( \tilde{\theta}, \tilde{\theta} \in \Theta \) both minimize (2), that is \( \sum_{i=1}^N \gamma(N\pi_i(\hat{\theta}))/N = \sum_{i=1}^N \gamma(N\pi_i(\tilde{\theta}))/N \), where \( \pi_i(\hat{\theta}) \) and \( \pi_i(\tilde{\theta}) \), \( (i = 1, \ldots, N) \), denote the optimal weights that correspond to \( \hat{\theta} \) and \( \tilde{\theta} \). We have that \( \pi_i := \zeta \pi_i(\hat{\theta}) + (1 - \zeta) \pi_i(\tilde{\theta}) \) is feasible for any \( 0 \leq \zeta \leq 1 \). However, strict convexity of \( \gamma \) implies that \( \sum_{i=1}^N \gamma(N\pi_i) < \zeta \sum_{i=1}^N \gamma(N\pi_i(\hat{\theta})) + (1 - \zeta) \sum_{i=1}^N \gamma(N\pi_i(\tilde{\theta})) \), which is a contradiction. Thus, \( \pi_i(\hat{\theta}) = \pi_i(\tilde{\theta}) \) \( (i = 1, \ldots, N) \).

\(^1\)It should be noted that for some values of \( \alpha \), \( \gamma^{cr} \) is not (strictly) convex everywhere on its domain. In these cases, we restrict \( \gamma^{cr} \) to be defined on the largest convex interval containing 1 on which \( \gamma^{cr} \) is strictly convex. For instance, for \( \alpha = 2 \), \( \gamma^{cr} \) is strictly convex on \( (0, +\infty) \), so we consider \( \gamma^{cr}(-, 2) : D_\gamma \to \mathbb{R}, D_\gamma = [0, +\infty) \).
2.1 First order conditions

In the overidentified case, \( M > K \), the solution to (2) can, under some conditions, be obtained through the method of Lagrange multipliers. The Lagrangian of the constrained optimization problem is

\[
L(\theta, \pi, \eta, \lambda) = \sum_{i=1}^{N} \gamma(N\pi_i)/N - \lambda' \sum_{i=1}^{N} \pi_i q(w_i, \theta) - \eta(\sum_{i=1}^{N} \pi_i - 1),
\]

where \( \lambda \in \mathbb{R}^{M} \) and \( \eta \in \mathbb{R} \) are the Lagrange multipliers associated with the two constraints. If the moment function \( q_i(\theta) := q(w_i, \theta) \) is differentiable on \( \Theta \), an interior solution to (2) must set to zero the partial derivatives of \( L(\theta, \pi, \eta, \lambda) \). Let \( G_i(\theta) = \partial q_i(\theta)/\partial \theta \). The partial derivatives of \( L(\theta, \pi, \eta, \lambda) \) with respect to \( \theta \) and \( \pi \) are, respectively,

\[
\sum_{i=1}^{N} \pi_i G_i(\theta)' \lambda = 0; \quad \gamma_1(N\pi_i) - \lambda' q_i(\theta) - \eta = 0 \quad (i = 1, \ldots, N).
\]

By twice continuous differentiability of \( \gamma \) on \( D_\gamma \), and strict positivity of \( \gamma_2 \) on \( D_\gamma \), \( \gamma_1 \) is monotone on \( D_\gamma \). Let \( A_\gamma = \{ y : \gamma_1(x) = y, x \in D_\gamma \} \) be the image of the first derivative of \( \gamma \)

\[
A_N(\theta) = \{ (\eta, \lambda') \in \mathbb{R}^{M+1} : \eta + \lambda' q_i(\theta) \in A_\gamma, \text{ for all } i \leq N \}.
\]

For any \( (\eta, \lambda') \in A_N(\theta) \), we can invert the first order condition \( \gamma_1(N\pi_i) - \lambda' q_i(\theta) - \eta = 0 \) to obtain that \( \pi_i = \tilde{\gamma}_1(\eta + \lambda' q_i(\theta))/N \) \( (i = 1, \ldots, N) \). Replacing this expression for the weights into the constraints, we have that, for a given \( \theta \in \Theta \), if there exists \( (\eta, \lambda') \in A_N(\theta) \) solving the equations

\[
\sum_{i=1}^{N} \tilde{\gamma}_1(\eta + \lambda' q_i(\theta))q_i(\theta)/N = 0, \quad \sum_{i=1}^{N} \tilde{\gamma}_1(\eta + \lambda' q_i(\theta))/N = 1,
\]

then the optimal \( \pi_i \)'s must take the form \( \pi_i(\theta) = \tilde{\gamma}_1(\eta + \lambda' q_i(\theta))/N \). When optimizing over \( \theta \in \Theta \), if \( q_i(\theta) \) is differentiable on \( \Theta \), the first order condition for \( \theta \) must be taken into account. So, if there exists \( \hat{\theta} \in \text{int}(\Theta) \) and \( (\hat{\eta}, \hat{\lambda}') \in A_N(\hat{\theta}) \) such that

\[
\sum_{i=1}^{N} \tilde{\gamma}_1(\hat{\eta} + \hat{\lambda}' q_i(\hat{\theta}))/N = 1, \quad \sum_{i=1}^{N} \tilde{\gamma}_1(\hat{\eta} + \hat{\lambda}' q_i(\hat{\theta}))q_i(\hat{\theta})/N = 0,
\]

\[
\sum_{i=1}^{N} \tilde{\gamma}_1(\hat{\eta} + \hat{\lambda}' q_i(\hat{\theta}))G_i(\hat{\theta})' \hat{\lambda}/N = 0, \quad (3)
\]
then $\hat{\theta}$ and $\pi_i(\hat{\theta}) = \hat{\gamma}_1(\hat{\eta} + \hat{\lambda}'q_i(\hat{\theta}))/N$ $(i = 1, \ldots, N)$ solve the MD problem. Note that the set $\mathcal{A}_\gamma$ determines whether the optimal solution can be attained by Lagrangian techniques. If the image of the derivative of the divergence is the real line, i.e. $\mathcal{A}_\gamma = \{y : -\infty < y < +\infty\}$, all $(\eta, \lambda') \in \mathbb{R}^{M+1}$ are in $\Lambda_N(\hat{\theta})$ and the only requirement is that $(\theta', \eta, \lambda')$ solves (3).

From a statistical point of view, the first order conditions in (3) could be used to estimate $\theta_0$ (Imbens, 1997). If $\theta_0$ is the unique solution to (1), the system of equations has a unique solution w.p.a.1, $(\theta', \eta, \lambda') = (\theta_0, 0, 0)$, and it can be shown that the root of (3) is a consistent and asymptotically normal distributed estimator of $\theta_0$. There are however problems in using (3) directly for estimation. For instance, the inverse of the first derivative of $\gamma$ may not have an expression for some $\gamma \in \mathcal{G}$. Even if $\tilde{\gamma}_1$ has a closed-form expression, $q(\cdot, \theta)$ may not be differentiable on $\Theta$. Also, computing MD estimators as solutions to (2) leaves open the possibility that the equations in (3) have multiple roots even if (2) has a unique minimum.\(^2\)

### 2.2 Duality

An alternative to working with the first order conditions (3) is working directly with the extremum problem in (2). However, the constrained optimization problem involves solving for $N + K$ variables, and it becomes computationally challenging even for small $N$. We show here that the MD problem can be re-casted in terms of an attractive saddle point problem in $M + K + 1$ variables.

Let $\mathcal{P}$ denote the class of convex and twice continuously differentiable functions, $\psi : D_\psi \subseteq \mathbb{R} \mapsto [0, \infty)$ with $D_\psi$ convex and $\text{int}(D_\psi) = (a_\psi, b_\psi)$, $a_\psi < 0 < b_\psi$, $\psi(0) = 0$, $\psi_1(0) = \psi_2(0) = 1$, $\psi_2(x) > 0$ for $x \in D_\psi$. Consider the following saddle point problem

$$
\sup_{\theta \in \Theta} \min_{(\eta, \lambda) \in \Lambda_N^{\dagger}(\theta)} P_N(\eta, \lambda, \theta), \quad P_N(\eta, \lambda, \theta) = \sum_{i=1}^{N} \psi(\eta + \lambda'q_i(\theta))/N - \eta, \quad \psi \in \mathcal{P},
$$

where

$$
\Lambda_N^{\dagger}(\theta) = \{(\eta, \lambda') \in \mathbb{R}^{M+1} : \eta + \lambda'q_i(\theta) \in D_\psi, \text{ for all } i \leq N\}.
$$

If $q(\cdot, \theta)$ is differentiable on $\Theta$, a solution $\hat{\theta} \in \text{int}(\Theta)$ and $(\hat{\eta}, \hat{\lambda}') \in \Lambda_N^{\dagger}(\hat{\theta})$ must satisfy the

\(^2\)The multiple roots problem could be addressed by selecting, among all the roots of the first order conditions, the one that minimizes the MD objective function. That is, if $(\theta_j^*, \eta_j, \lambda_j^*)$ $(j = 1, \ldots, J)$, solve the first order conditions, one can form $\pi_i^j = \hat{\gamma}_1(\eta_j + \lambda_j^*q_i(\theta_j^*))/N$ $(i = 1, \ldots, N)$ and choose the solution that satisfies $\min_{j \in \{1, \ldots, J\}} \sum_i^{N} \gamma(N\pi_i^j)$. It is however difficult to recover all $J$ roots to the estimating equations, especially when $M$ and/or $K$ are large.
following first order conditions

\[
\sum_{i=1}^{N} \psi_1(\hat{\eta} + \hat{\lambda}' q_i(\hat{\theta})) / N = 1, \quad \sum_{i=1}^{N} \psi_1(\hat{\eta} + \hat{\lambda}' q_i(\hat{\theta})) q_i(\hat{\theta}) / N = 0, \\
\sum_{i=1}^{N} \psi_1(\hat{\eta} + \hat{\lambda}' q_i(\hat{\theta})) G_i(\hat{\theta})' \hat{\lambda} / N = 0.
\]

The first order conditions in (5) differ from (3) in that \( \hat{\gamma}_1 \) is substituted with \( \psi_1 \).

The following theorems make the relationship between the solutions to (2) and the solutions to (4) explicit. The result is not established in terms of first order conditions. Instead it applies more generally even when the moment function \( q(\cdot, \theta) \) is not differentiable. Let \( \hat{q}_i := q_i(\hat{\theta}), \hat{\pi}_i := \hat{\gamma}_1(\hat{\eta} + \hat{\lambda}' \hat{q}_i) / N, \hat{\Gamma}_N := \sum_{i=1}^{N} \gamma(\hat{\pi}_i) / N, \) and \( \hat{P}_N := \sum_{i=1}^{N} \psi(\hat{\eta} + \hat{\lambda}' \hat{q}_i) / N - \hat{\eta} \).

**Theorem 1.** Suppose \( \hat{\theta} \in \Theta \) and \((\hat{\eta}, \hat{\lambda}') \in \Lambda_N(\hat{\theta})\) solve (4) for some \( \psi \in \mathcal{P} \). Then \( \hat{\theta} \) and \( \hat{\pi}_i \) (\( i = 1, \ldots, N \)) solve (2) when \( \gamma(x) = x \hat{\psi}_1(x) - \psi(\hat{\psi}_1(x)) \). For this choice of the divergence, it holds that: \( \gamma \in \mathcal{G}, \psi_1(x) = \hat{\gamma}_1(x) \) for \( x \in D_\psi, D_\psi = A_\gamma, \) and \( \hat{P}_N = -\hat{\Gamma}_N \).

**Proof.** See Appendix A.

The next result establishes the converse of Theorem 1: for any divergence \( \gamma \in \mathcal{G} \), there exists a function \( \psi \in \mathcal{P} \) such that if \( \hat{\theta} \in \Theta \) and \( \hat{\pi}_i = \hat{\gamma}_1(\hat{\eta} + \hat{\lambda}' \hat{q}_i) / N \) (\( i = 1, \ldots, N \)) solve (2), then \((\hat{\theta}', \hat{\eta}, \hat{\lambda}')\) solves (4).

**Theorem 2.** Suppose \( \hat{\theta} \in \Theta \) and \( \hat{\pi}_i = \hat{\gamma}_1(\hat{\eta} + \hat{\lambda}' \hat{q}_i) / N \) (\( i = 1, \ldots, N \)) solve (2) for some \( \gamma \in \mathcal{G} \). Then \((\hat{\theta}, \hat{\eta}, \hat{\lambda}')\) solves (4) when \( \psi(x) = x \hat{\gamma}_1(x) - \gamma(\hat{\gamma}_1(x)) \). For this choice of \( \psi \), it holds that: \( \psi \in \mathcal{P}, \gamma_1(x) = \hat{\gamma}_1(x) \) for \( x \in D_\gamma, A_\gamma = D_\psi, \) and \( \hat{P}_N = -\hat{\Gamma}_N \).

**Proof.** See Appendix A.

Theorem 1 and Theorem 2 establish the complete equivalence between the MD problem in (2) and the saddle point problem in (4): not only any MD estimator can be interpreted as solving a saddle point problem for a given \( \psi \in \mathcal{P} \); for any criterion function \( \psi \in \mathcal{P} \), there exists an underlying MD problem whose solution is the same as the one to the saddle point problem.

**Remark 4.** If \( q(\cdot, \theta) \) is differentiable on \( \Theta \), Theorems 1-2 imply that solutions to (2) and (4) solve the same first order conditions, since (3) and (5) are equivalent if \( \psi_1(x) = \hat{\gamma}_1(x) \) for \( x \in D_\psi \). Even for \( q(\cdot, \theta) \) differentiable, however, Theorems 1-2 give a more general result than simple first order conditions equivalence: the objective functions in (2) and (4) are shown to be equal at \((\hat{\theta}, \hat{\pi}_1, \ldots, \hat{\pi}_N)\) and \((\hat{\eta}, \hat{\lambda}', \hat{\theta}')\).
In some cases, for a given divergence there exists a closed form \( \psi \) function. For example, as shown in Table 1, the divergences of EL, ET, CUE and CR imply: 

\[
\psi_{el}(x) = -\ln(1-x), \quad \psi_{et}(x) = \exp(x-1), \quad \psi_{cue}(x) = x^2/2 + x, \quad \text{and} \quad \psi_{cr}(x; \alpha) = \left[ (1+\alpha x)^{1+\alpha} - 1 \right]/(1+\alpha).
\]

In other cases, though, for a given divergence in \( G \), the implied \( \psi \) does not have a closed form expression. This situation is problematic inasmuch as MD estimators are in practice defined as solutions to (4). The importance of Theorem 1 is that it shows that any MD estimator can be defined from the “bottom-up” as the solution to (4) for a given \( \psi \in \mathcal{P} \). The implied divergence may not have a closed form expression, but this does not present a practical difficulty: what is needed to give a sound theoretical foundation to the estimation procedure in (4) is only the existence of an implied divergence, not its closed form expression.

**Remark 5.** When the divergence implied by a given \( \psi \in \mathcal{P} \) is not available in closed form, its features can still be studied since the inverse function of \( \psi(x) \) can be obtained by numerically solving \( \psi_1(x) = y \) for \( y \in D_\psi \). In a later section, we follow this approach to obtain graphical representation of divergences implied by certain functions \( \psi \in \mathcal{P} \) with attractive statistical properties. We then compare them to the divergences of EL and ET.

**Remark 6.** Theorem 1 does not make any uniqueness claim about the solution. Uniqueness of \( \hat{\theta} \) as a solution to (4) is not guaranteed because the function \( P_N(\eta, \lambda, \theta) \) is not necessarily (strictly) concave in \( \theta \). Theorem 1 only says that every \( \theta \) that solves (4) will also solve the corresponding MD problem. However, by the same arguments in Remark 4, the optimal weights will be unique.

### 2.3 The GEL problem

The GEL estimator of Newey and Smith (2004) solves the following optimization problem:

\[
\sup_{\theta \in \Theta} \min_{\tau \in T_N(\theta)} P_N(\tau, \theta), \quad P_N(\tau, \theta) = \frac{1}{N} \sum_{i=1}^N \psi(\tau' q_i(\theta)) \quad \psi \in \mathcal{P}, \tag{6}
\]

where \( T_N = \{ \tau \in \mathbb{R}^M : \tau' q_i(\theta) \in D_\psi, \text{ for all } i \leq N \} \). NS show that the first order conditions of the optimization problem in (6) and the first order conditions of the MD problem in (2) agree for \( \gamma_{cr}(x; \alpha) \) and \( \psi_{cr}(x; \alpha) \).\(^3\) We give here sufficient conditions under which the GEL solutions coincide with the solutions to an MD problem for a generic \( \gamma \in \mathcal{G} \). First, we introduce the concept of generalized homogeneous functions.

\(^3\)The Cressie-Read family of divergences considered by NS is slightly different from the one considered here. The difference is due to the normalizations that insure that \( \gamma_{cr} \in \mathcal{G} \).
<table>
<thead>
<tr>
<th>Name</th>
<th>$\gamma(x)$</th>
<th>$\gamma_1(x)$</th>
<th>$\tilde{\gamma}_1(x)$</th>
<th>$\psi(x)$</th>
<th>$\psi_1(x)$</th>
<th>$\psi_1(x)$</th>
<th>$\mathcal{A}$</th>
<th>$\psi_3(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical Likelihood</td>
<td>$-\ln x + x - 1$</td>
<td>$1 - \frac{1}{x}$</td>
<td>$1/(1 - x)$</td>
<td>$-\ln(1 - x)$</td>
<td>$1/(1 - x)$</td>
<td>$1 - 1/x$</td>
<td>$(-\infty, 1)$</td>
<td>2</td>
</tr>
<tr>
<td>Exponential Tilting</td>
<td>$x \ln x - x + 1$</td>
<td>$\ln x$</td>
<td>$\exp x$</td>
<td>$\exp x - 1$</td>
<td>$\exp x$</td>
<td>$\ln x$</td>
<td>$(-\infty, +\infty)$</td>
<td>1</td>
</tr>
<tr>
<td>CUE</td>
<td>$x^2/2 - x + .5$</td>
<td>$x - 1$</td>
<td>$1 + x$</td>
<td>$x^2/2 + x$</td>
<td>$1 + x$</td>
<td>$x - 1$</td>
<td>$(-\infty, +\infty)$</td>
<td>0</td>
</tr>
<tr>
<td>Hellinger Divergence</td>
<td>$-4(\sqrt{x} - 1) + 2(x - 1)$</td>
<td>$2 - \frac{2}{\sqrt{x}}$</td>
<td>$(1 - .5x)^{-2}$</td>
<td>$2(1 - x/2)^{-1} - 2$</td>
<td>$(1 - .5x)^{-2}$</td>
<td>$2 - 2/\sqrt{x}$</td>
<td>$(-\infty, 2)$</td>
<td></td>
</tr>
<tr>
<td>Cressie Read Family, $\alpha \neq {-1, 0}$</td>
<td>$\frac{x^{\alpha+1} - 1}{\alpha(\alpha+1)} - \frac{(x-1)}{\alpha}$</td>
<td>$\frac{x^{\alpha} - 1}{\alpha}$</td>
<td>$(1 + \alpha x)^{1/\alpha}$</td>
<td>$\frac{(1+\alpha x)^{1+\alpha}}{1+\alpha} - 1$</td>
<td>$(1 + \alpha x)^{1/\alpha}$</td>
<td>$x^\alpha/\alpha - 1/\alpha$</td>
<td>$\dagger$</td>
<td>$1 - \alpha$</td>
</tr>
<tr>
<td>Hyperbolic Tilting</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>$e^{\sinh x} - 1$</td>
<td>$\cosh x e^{\sinh x}$</td>
<td>NA</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Quartic</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>$\begin{cases} h(x) &amp; x &gt; \nu \dagger \ e^{c_1 x}/c_2 &amp; x \leq \nu \end{cases}$</td>
<td>$\begin{cases} h_1(x) &amp; x &gt; x_0 \dagger \ c_1 e^{c_1 x}/c_2 &amp; x \leq x_0 \end{cases}$</td>
<td>NA</td>
<td>$(-\infty, +\infty)$</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1: Divergence and dual functions

$\dagger$ For the Cressie Read family of divergences the shape of the set $\mathcal{A}$ depends on $\alpha$. If $\alpha > 0$ and $(1 + \alpha)/\alpha \in \mathbb{N}$ an even number, then $\mathcal{A} = (-\infty, +\infty)$.

$\dagger$ $h(x) = e^{((1+x)^4-4x-1)/12} + x - 1, \nu < 0$, $c_1 = h_1(\nu)/(c_3 + h(\nu)), c_2 = e^{c_1 \nu}/(h(\nu) + c_3)$, and $c_3 = h_1(\nu)^2/h_2(\nu) - h(\nu)$.
Definition 1. Let $a, h : A \subseteq \mathbb{R} \to B \subseteq \mathbb{R}$. A function $f : C \subseteq \mathbb{R} \to E \subseteq \mathbb{R}$ is generalized homogeneous if $f(\kappa x) = a(\kappa) + h(\kappa)f(x)$ for all $x \in C$ and any constant $\kappa \in A$ such that $\kappa x \in C$.

Let $\hat{q}_i := q_i(\hat{\theta})$, $\hat{\pi}_i := \psi_1(\hat{\tau}' \hat{q}_i)/N$, $\hat{\omega}_i := \bar{\pi}_i/\sum_{i=1}^{N} \bar{\pi}_i$, $\bar{\Gamma}_N := \sum_{i=1}^{N} \gamma(N \hat{\pi}_i)/N$, $\hat{\Gamma}_N := \sum_{i=1}^{N} \gamma(N \hat{\omega}_i)/N$, and $\hat{P}_N := \sum_{i=1}^{N} \psi(\hat{\tau}' \hat{q}_i)/N$.

Theorem 3. Suppose $(\hat{\theta}', \hat{\tau}')$ solves (6) for some $\psi \in \mathcal{P}$. If $\hat{\psi}_1$ is generalized homogeneous, then $\hat{\theta}$ and $\hat{\omega}_i$ $(i = 1, \ldots, N)$ solve (2) when $\gamma(x) = x \hat{\psi}_1(x) - \psi(\hat{\psi}_1(x))$. For this choice of $\gamma$ it holds: $\gamma \in \mathcal{G}$, $D_{\psi} = \mathcal{A}_{\gamma}$, $\psi_1(x) = \hat{\gamma}_1(x)$, $x \in D_{\psi}$, and $\hat{P}_N = -\hat{\Gamma}_N = \hat{\bar{P}}_N$.

Proof. See Appendix A

If the inverse function of the first derivative of $\psi \in \mathcal{P}$ is generalized homogeneous, GEL estimators and MD estimators coincide for $\gamma$ given in Theorem 3. Therefore, from Theorem 1, if $\hat{\theta}$ solves the GEL problem then it must also solve (4), $\hat{\bar{P}}_N = -\hat{\Gamma}_N = \hat{\bar{P}}_N = \hat{\bar{P}}_N$, and $\hat{\pi}_i = \hat{\omega}_i$ $(i = 1, \ldots, N)$.

When $\hat{\psi}_1$ is not homogeneous, GEL and MD problems are in general solved by different values of $\theta$. In fact, the GEL problem can be shown to be equivalent to an MD problem that does not constrain the weights to sum to one:

$$\min_{\theta \in \Theta, p_1, \ldots, p_N} \sum_{i=1}^{N} \gamma(Np_i), \quad \gamma \in \mathcal{G}$$

$$\text{s.t.} \quad \sum_{i=1}^{N} p_i q_i(\theta) = 0, \quad Np_i \in (a_{\gamma}, b_{\gamma}), \quad i = 1, \ldots, N.$$ (7)

Let $\hat{p}_i = \psi_1(\hat{\tau}' \hat{q}_i)/N$.

Theorem 4. Suppose $(\hat{\theta}', \hat{\tau}')$ solves (6) for some $\psi \in \mathcal{P}$. Then $\hat{\theta}$ and $\hat{\pi}_i$ $(i = 1, \ldots, N)$ solve (7) when $\gamma(x) = x \hat{\psi}_1(x) - \psi(\hat{\psi}_1(x))$. For this choice of $\gamma$ it holds: $\gamma \in \mathcal{G}$, $\mathcal{A}_{\gamma} = D_{\psi}$, $\psi_1(x) = \hat{\gamma}_1(x)$, $x \in D_{\psi}$, and $\hat{P}_N = -\sum_{i=1}^{N} \gamma(N\hat{p}_i)/N \geq \hat{\bar{P}}_N$.

Proof. See Appendix A

EL, ET, CUE, and in general members of the Cressie Read family possess the generalized homogeneous property. Generalized homogeneity of $\hat{\psi}_1$ may be difficult to assess in general and especially when $\hat{\psi}_1$ does not have a closed form expression. For this reason in the remainder of the paper we consider estimators solving (4); the small computational cost (the inner optimization is with respect to $M + 1$ instead of $M$ parameters) is outweighed by the fact that regardless of the homogeneity of the inverse of $\psi_1$, solving (4) is equivalent to solving (2).

\[\text{Since by Theorems 1 and 2 } \hat{\psi}_1(x) = \gamma_1(x), \text{ } \hat{\psi}_1 \text{ does not have a closed form expression any time the corresponding divergence does not have a closed form expression.}\]
3  Asymptotic

In this section we derive the asymptotic distribution of estimators defined as solutions to (4). We make the following assumptions.

(A1) (a) \( \theta_0 \in \Theta \) is the unique solution to \( E[q(w, \theta)] = 0 \); (b) \( \Theta \) is compact; (c) \( q(\cdot, \theta) \) is continuous at each \( \theta \in \text{int}(\Theta) \), w.p.1; (d) \( E[\sup_{\theta \in \Theta} \|q(w, \theta)\|^2] < \infty \); (e) \( \Omega = E[q_i(\theta_0)q_i(\theta_0)'] \) is non-singular.

(A2) (a) \( \theta_0 \in \text{int}(\Theta) \); (b) \( q(w, \theta) \) is continuously differentiable in a neighborhood \( N \) of \( \theta_0 \); (c) \( E[\sup_{\theta \in N} \|G_i(\theta)\|] < \infty \); (d) \( \text{rank}(G) = K, G = E[G_i(\theta_0)] \).

Theorem 5. If A1 holds, \( \hat{\theta} \overset{p}{\rightarrow} \theta_0, \hat{\eta} = o_p(N^{-1/2}), \) and \( \hat{\lambda} = O_p(N^{-1/2}) \).

Proof. See Appendix A

The consistency proof uses ideas from Kitamura et al. (2004). Not surprisingly, the Lagrange multiplier \( \hat{\eta} \) converges to zero faster than \( \sqrt{N} \), implying that the first order asymptotic properties of GEL and MD estimators coincide: the asymptotic distribution of \( \hat{\lambda} \) and \( \hat{\theta} \) is identical to the asymptotic distribution of the GEL parameters \( \tilde{\tau} \) and \( \tilde{\theta} \) (see, NS, Theorem 2.2), even when the generalized homogeneity property does not hold, as the next result makes clear.

Theorem 6. If A1 and A2 hold,

\[
\sqrt{N} \begin{pmatrix} \hat{\lambda} \\ \hat{\theta} - \theta_0 \end{pmatrix} \overset{d}{\rightarrow} \mathcal{N} \left( 0, \begin{pmatrix} P & 0 \\ 0 & \Sigma \end{pmatrix} \right),
\]

where \( \Sigma = (G'\Omega^{-1}G)^{-1}, P = \Omega^{-1}(I_M - G\Sigma G'\Omega^{-1}) \).

Proof. See Appendix A

The weights \( \hat{\pi}_i \) \( (i = 1, \ldots, N) \) can be used to construct an efficient estimate of the distribution function of \( w \). For any Borel set \( A \), the probability \( p_A := P(w \in A) \) can be estimated by

\[
\hat{p}_A = \sum_{i=1}^N 1(x \in A)\hat{\pi}_i = \sum_{i=1}^N 1(x \in A)\tilde{\gamma}_1(\hat{\eta} + \hat{\lambda}'\hat{q}_i)/N.
\]

The following theorem summarizes the properties of this estimator.

Theorem 7. If A1 and A2 hold,

\[
\hat{p}_A \overset{p}{\rightarrow} p_A, \quad \sqrt{N}(\hat{p}_A - p_A) \overset{d}{\rightarrow} \mathcal{N}(0, V_A),
\]
where \( V_A = p_A(1-p_A) - E[q(w, \theta)1(w \in A)]'PE[q(w, \theta)1(w \in A)] \). Further, \( \hat{p}_A \) is efficient in the sense that \( V_A \) reaches the semiparametric efficiency bound.

**Proof.** See Appendix A

Semiparametric efficient estimators for \( p_A \) that incorporate the information about the moment restrictions have been proposed and analyzed in the GMM context by Back and Brown (1993) and Brown and Newey (1998). Newey and Smith (2004), Ramalho and Smith (2005), and Brown and Newey (2002) discuss estimation of efficient probability under (1) in the GEL context using the normalized weights \( \tilde{\omega}_i = \tilde{\pi}_i / \sum_{i=1}^{N} \tilde{\pi}_i \) \((i = 1, \ldots, N)\).

### 4 Testing overidentifying restrictions

In the GEL framework, test statistics are based either on (i) the GEL objective function (Smith, 1997; Newey and Smith, 2004); (ii) a quadratic form in the Lagrange multipliers (Imbens et al. (1998)); (iii) implied probabilities (Ramalho and Smith, 2005). The results in Section 2 can be used to cast the statistics proposed in the literature in a unified framework. Specifically, all the statistics can be expressed in terms of the divergence of the underlying MD problem.

The overidentification test statistic based on the GEL criterion function proposed by Newey and Smith (2004) is given by

\[
GEL(\tilde{\theta}) = -2 \sum_{i=1}^{N} \psi(\tilde{\tau}' \tilde{q}_i).
\]

The corresponding statistic based on the MD saddle point problem is

\[
D(\hat{\theta}) = -2 \left[ \sum_{i=1}^{N} \psi(\hat{\eta} + \hat{\lambda}' \hat{q}_i) - N\hat{\eta} \right].
\]

From Theorem 3, if \( \tilde{\psi}_1 \) is a generalized homogeneous function, then

\[
GEL(\tilde{\theta}) = D(\hat{\theta}) = 2 \sum_{i=1}^{N} \gamma(N\tilde{\pi}_i)/N.
\]

If \( \tilde{\psi}_1 \) is not generalized homogeneous, the equality above does not hold and we have instead

\[
D(\hat{\theta}) = 2 \sum_{i=1}^{N} \gamma(N\tilde{\pi}_i)/N, \quad GEL(\tilde{\theta}) = 2 \sum_{i=1}^{N} \gamma(N\tilde{p}_i)/N, \quad GEL(\tilde{\theta}) \leq D(\hat{\theta}).
\]
The inequality $GEL(\tilde{\theta}) \leq D(\hat{\theta})$ follows from the fact that the GEL optimization is equivalent to an MD problem in which the weights are not restricted to sum to one: once the restriction is removed, the minimum attained in (7) must be lower or equal to the minimum attained in (2).

Imbens et al. (1998) propose statistics for testing (1) based on the Lagrange multipliers of EL and ET. In our setup, the corresponding statistics are given by

$$LM_\omega(\tilde{\theta}) = N\tilde{\tau}'\tilde{\Omega}_\omega \tilde{\tau}, \quad LM_\pi(\hat{\theta}) = N(\hat{\eta}^2 + \hat{\lambda}'\hat{\Omega}_\pi \hat{\lambda}),$$

where $\tilde{\Omega}_\omega = \sum_{i=1}^{N} \tilde{\omega}_i q_i(\tilde{\theta})q_i(\tilde{\theta})'$ and $\hat{\Omega}_\pi = \sum_{i=1}^{N} \hat{\pi}_i q_i(\hat{\theta})q_i(\hat{\theta})'$ are consistent for $\Omega$. The Lagrange multipliers can be scaled by any consistent estimator of $\Omega$ without affecting the asymptotic distribution of the statistics. For instance, Imbens et al. (1998) consider scaling the Lagrange multipliers by a robust weighting matrix given by

$$\hat{\Omega}_r = \hat{\Omega}_\pi \left[ \sum_{i=1}^{N} \hat{\pi}_i^2 q_i(\hat{\theta})q_i(\hat{\theta})' \right]^{-1}.$$

The intuition behind these statistics is simple: if the moment conditions are satisfied, $(\tilde{\eta}, \hat{\lambda}) \overset{P}{\to} 0$ and $\tilde{\tau} \overset{P}{\to} 0$ and so will the $LM$ statistics. Using our equivalence results, we can cast these statistics into a more coherent framework. In fact, if $\tilde{\psi}_1$ is a generalized homogeneous function, then

$$LM_\omega(\tilde{\theta}) = LM_\pi(\hat{\theta}) = 2\sum_{i=1}^{N} \hat{\pi}_i \gamma_1(N\hat{\pi}_i)^2;$$

otherwise,

$$LM_\pi(\hat{\theta}) = 2\sum_{i=1}^{N} \hat{\pi}_i \gamma_1(N\hat{\pi}_i)^2, \quad LM_\omega(\tilde{\theta}) = 2\sum_{i=1}^{N} \tilde{\omega}_i \gamma_1(N\tilde{\pi}_i)^2.$$

This characterization shows that when $\tilde{\Omega}_\omega$ and $\hat{\Omega}_\pi$ are used to scale the Lagrange multipliers, the $LM$ statistics can be thought of as a semiparametric version of score statistics, where the score is based on the first derivative of the divergence.

When $\psi_3 \neq 2$, the Lagrange multiplier $\hat{\eta}$ can be used to test the overidentifying restrictions using the following statistic

$$LM_\eta(\hat{\theta}) = \frac{N\hat{\eta}}{(1 - \psi_3(0)/2)}.$$

For the ET case, we have that $\hat{\eta} = -\sum_{i=1}^{N} \psi(\hat{\lambda}'q_i(\hat{\theta}))/N$. Also, since $\psi_3(0) = 1$, we have
that \( LM_\eta(\hat{\theta}) = -2 \sum_{i=1}^{N} \psi(\hat{\lambda}' q_i(\hat{\theta})) \).

**Proposition 1.** If A1-A2 hold,

\[
D(\hat{\theta}), GEL(\tilde{\theta}), LM_\eta(\hat{\theta}), LM_\pi(\hat{\theta}), LM_\omega(\tilde{\theta}) \overset{d}{\rightarrow} \chi^2_{(M-K)}.
\]

**Proof.** See Appendix A

The \( \chi^2_{(M-K)} \) calibration can be easily shown to hold even if \((\hat{\theta}', \hat{\eta}, \hat{\lambda}')\) are replaced by \(\sqrt{N} \) equivalent estimators. It also holds when the divergence defining \( \sum_{i=1}^{N} \gamma(N\hat{\pi}_i)/N \) is different from the divergence under which \( \hat{\pi}_i \) \((i = 1, \ldots, N)\) are optimal. Thus, one can obtain \((\hat{\theta}', \hat{\eta}, \hat{\lambda}')\) by solving (4) with \( \psi^{el}(x) = -\ln(1-x) \), but test for overidentified restrictions using \( 2 \sum_{i=1}^{N} \gamma(N\hat{\pi}_i) \) with the CUE divergence \( \gamma^{cue}(x) = x^2/2 - x + .5 \) and EL weights, \( \hat{\pi}_i^{el} = (1 - \hat{\eta} - \hat{\lambda}' q_i(\hat{\theta}))^{-1}/N \), that is:

\[
2 \sum_{i=1}^{N} \gamma^{cue}(N\hat{\pi}_i^{el}) = \sum_{i=1}^{N} \left( N\hat{\pi}_i^{el} \right)^2 - N.
\]

Through Monte Carlo simulations, Ramalho and Smith (2005) show that this particular test statistic has competitive size properties.

## 5 Higher order expansions

In this section we investigate the higher order properties of MD estimators. The analysis is similar to the one in NS, but it emphasizes different points. NS focus their exploration on the asymptotic differences between GEL and GMM estimators. We are instead concerned with the ranking—in terms of higher order efficiency—of estimators in the MD class. In the following, some basic higher order asymptotic concepts are introduced. For further details on higher order asymptotic concepts, see Rothenberg (1984), Ullah (2004), and references therein.

A higher order asymptotic analysis begins with a \( O_p(N^{-2}) \) expansion of \((\hat{\theta} - \theta_0)\):

\[
(\hat{\theta} - \theta_0) = \frac{i_N}{\sqrt{N}} + \frac{b_N}{N} + \frac{c_N}{N\sqrt{N}} + \frac{r_N}{N^2},
\]

where \( i_N, b_N, c_N \) and \( r_N \) are \( O_p(1) \). These terms are also tractable being sums and products of certain sample moments of functions of the underlying random vectors. The first order asymptotic behavior of \( \hat{\theta} \) is entirely determined by the influence function \( i_N \). In the discussion that follows, we restrict ourselves to estimators that admit a \( O_p(N^{-2}) \) expansion and are consistent for \( \theta_0 \), in which case \( E[i_N] = 0 \).
The higher order bias of $\hat{\theta}$ is derived by taking the expectations of the $O_p(N^{-1})$ term in the expansion.

**Definition 2.** The $O(N^{-1})$ bias of $\hat{\theta}$ is given by $E[b_N]/N$.

The higher order MSE of $\hat{\theta}$ is obtained by calculating $E[(\hat{\theta} - \theta_0)(\hat{\theta} - \theta_0)']$ using the asymptotic expansion and dropping terms that are of order $o(N^{-2})$.

**Definition 3.** The $O(N^{-2})$ MSE of $\hat{\theta}$ is given by

$$MSE_2(\hat{\theta}) = E[i_N i_N']/N + \Xi/N,$$

where

$$\Xi := E[b_N b_N'/N] + E[(b_N/\sqrt{N} + c_N/N)i_N'] + E[i_N(b_N/\sqrt{N} + c_N/N)'].$$

The first term of the higher order MSE, $E[i_N i_N']$ coincides with the first-order asymptotic variance of the estimator; the second term $\Xi$ contains terms of order $O(N^{-1/2})$ and $O(N^{-1})$.

First order efficient estimators of $\theta_0$ could be compared on the basis of their $MSE_2$, by saying that $\hat{\theta}$ is not worse than $\tilde{\theta}$ if $MSE_2(\hat{\theta}) - MSE_2(\tilde{\theta})$ is a positive semi-definite matrix. A more sensible approach, that excludes many unreasonable estimators, is to consider only estimators that are adjusted to be unbiased of order $O(N^{-1})$.

An estimator $\hat{\theta}$ can be bias adjusted to order $O(N^{-1})$ by defining $\hat{\theta}^c = \hat{\theta} - \overline{E[b_N]}/N$, where $\overline{E[b_N]}$ denotes an estimator of $E[b_N]$. Since $E[b_N]$ depends on unknown quantities, $\overline{E[b_N]}$ will be constructed using $\hat{\theta}$ and sample versions of the corresponding population moments that enter $E[b_N]$. Under the same assumptions under which the $O_p(N^{-2})$ expansion holds, we usually have that

$$\overline{E[b_N]} = E[b_N] + \xi_N/\sqrt{N} + O_p(N^{-1}),$$

where $\xi_N = O_p(1)$. Using this approximation and the expansion of $\hat{\theta}$ we obtain a valid $O_p(N^{-2})$ expansion of $\hat{\theta}^c$:

$$(\hat{\theta}^c - \theta_0) = (\hat{\theta} - \theta_0) - \overline{E[b_N]}/\sqrt{N} = i_N/N + b_N - E[b_N]/N + c_N - \xi_N/N \sqrt{N} + O_p(N^{-2}). \quad (9)$$

This expansion, which shows immediately that $\hat{\theta}^c$ is unbiased of order $O(N^{-1})$, can be used to derive an expression for the higher order MSE of $\hat{\theta}^c$. 
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**Definition 4.** The $O(N^{-2})$ MSE of the bias corrected estimator is

$$MSE_2(\hat{\theta}^c) = MSE_2(\hat{\theta}) + \Xi^c / N,$$

where

$$\Xi^c := E[(\xi_N - i_n\xi_N)/N] + E[b_Nb'_N/N] - E[b_N]E[b_N]/N.$$

The notion of second order efficiency is based on the $MSE_2$ of the bias corrected estimator.

**Definition 5.** The bias corrected estimator $\hat{\theta}^c$ is second order efficient if for any other bias corrected estimator $\tilde{\theta}^c$ there exists a positive definite matrix $\Pi$ such that

$$MSE_2(\hat{\theta}^c) - MSE_2(\tilde{\theta}^c) = \Pi + o(N^{-2}).$$

Pfanzagl and Wefelmeyer (1979) and Ghosh et al. (1980) show that the bias corrected maximum likelihood estimator is second order efficient and thus optimal among other bias corrected estimators.\(^5\) NS show that the bias corrected EL estimator is higher order efficient, having the smallest $O(N^{-2})$ MSE among all the bias corrected estimators based on the same moment conditions.

### 5.1 Higher order comparison of MD estimators

We use the following notation. Components of vectors are indexed using superscripts. Thus $\hat{\theta}^2$ denotes the second component of the vector $\hat{\theta}$. Matrix are denoted component-wise adopting the index notation. So, $a_{ij}$ is the element $(i, j)$ of the matrix $A$. Raised indexes denote inverse matrix: $a^{ij}$ denotes the $(i, j)$ element of $A^{-1}$. We use the summation convention for matrix product (see McCullagh, 1987). In any expression, a twice repeated index (occurring twice as a subscript, twice as a superscript, or once as a subscript and once as a superscript) shall automatically stand for its sum over the values of the repeated index. We work with three sets of indexes: (i) $a, b, c, d, e, f, g, h \in \{1, \ldots, M + K + 1\}$, (ii) $j, k, \ell, m, n, o \in \{1, \ldots, M\}$, (iii) $r, s, t, u, v, w \in \{M + 1, \ldots, M + K\}$. Let $\beta = (\lambda', \theta', \eta)'$ and define

$$Q_{i,1}(\beta) := \psi_1(\eta + X'q_i(\theta))q_i(\theta)$$

$$Q_{i,2}(\beta) := \psi_1(\eta + X'q_i(\theta))G_i(\theta)'\lambda$$

\(^5\)Second order efficiency is also referred to as third order efficiency (see, for instance, Pfanzagl and Wefelmeyer (1979)). If one considers the $O(N^{-2})$ asymptotic expansion of MSE, it is the second term, $\Xi^c / N$, that defines the efficiency of the estimator, hence the second order. If one approaches the problem through Edgeworth expansions, one has three terms in powers of $1/\sqrt{N}$, hence third order. We call it second order because we are analyzing higher order efficiency by means of MSE expansions.
The first order conditions of the MD estimator can be conveniently rewritten as
\[ Q(\hat{\beta}) := \sum_{i=1}^{N} Q_i(\hat{\beta}) / N = 0 \]
where \( Q_i(\beta) = (Q_{i,1}(\beta), Q_{i,2}(\beta), Q_{i,3}(\beta)) \). We define the following moments of the derivatives of the first order conditions:
\[
\mu_{ab} \equiv E \left[ \frac{\partial Q^a(\beta_0)}{\partial \beta^b} \right], \quad \mu_{abc} \equiv E \left[ \frac{\partial^2 Q^a(\beta_0)}{\partial \beta^b \partial \beta^c} \right], \quad \mu_{abcd} \equiv E \left[ \frac{\partial^3 Q^a(\beta_0)}{\partial \beta^b \partial \beta^c \partial \beta^d} \right], \ldots,
\]
where \( \beta_0 = (0, \theta_0, 0)' \). We also let:
\[
Z_a = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} Q_i^{a}(\beta_0), \quad Z_{ab} = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \frac{\partial Q_i^{a}(\beta_0)}{\partial \beta^b} - \sqrt{N} \mu_{ab},
\]
\[
Z_{abc} = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \frac{\partial^2 Q_i^{a}(\beta_0)}{\partial \beta^b \partial \beta^c} - \sqrt{N} \mu_{abc}, \quad Z_{abcd} = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \frac{\partial^3 Q_i^{a}(\beta_0)}{\partial \beta^b \partial \beta^c \partial \beta^d} - \sqrt{N} \mu_{abcd},
\]
and so forth.

Following McCullagh (1987), we expand \( \sum_{i=1}^{N} Q_i(\hat{\beta}) / N = 0 \) around \( \beta_0 \) by means of Taylor expansions. Let \( \hat{\delta}^a = \sqrt{N}(\hat{\beta}^a - \beta_0^a) \). Then,
\[
0 = N^{1/2} Z_a + (N^{1/2} Z_{ab} + N \mu_{ab}) \hat{\delta}^b / N^{1/2} + (N^{1/2} Z_{abc} + N \mu_{abc}) \hat{\delta}^b \hat{\delta}^c / 2N + (N^{1/2} Z_{abcd} + N \mu_{abcd}) \hat{\delta}^b \hat{\delta}^c \hat{\delta}^d / 6N^{3/2} + o_p(N^{-3/2}).
\]

The validity of the previous expansion can be verified under the following assumptions:

(A3) There is \( b(w) \) with \( E[b(w_i^6)] < \infty \) such that for \( 0 \leq j \leq 4 \) and all \( w, \partial^j q(w, \theta) / \partial \theta^j \) exists on a neighborhood \( \mathcal{N} \) of \( \theta_0 \), \( \sup_{\theta \in \mathcal{N}} \| \partial^j q(w, \theta) / \partial \theta^j \| \leq b(w) \), and for each \( \theta \in \mathcal{N}, \| \partial^j q(w, \theta) / \partial \theta^4 - \partial^j q(w, \theta_0) / \partial \theta^4 \| \leq b(w) \| \theta - \theta_0 \| \), and \( \psi(x) \) is four times continuously differentiable with Lipschitz fourth derivative in a neighborhood of zero.

To obtain a \( O_p(N^{-2}) \) expansion for \( \hat{\delta}^a \) of the type in (8), one proceeds by telescopic substitution of lower order expansions to obtain
\[
\hat{\delta}^a - \beta_0 = i_N^a / \sqrt{N} + b_N^a / N + c_N^a / N \sqrt{N} + O_p(N^{-2}), \quad (10)
\]
where, for $\mu^{a,b,c} = \mu^ad\mu^bf\mu^cf$ and $\mu^{a,b,c,d} = \mu^ae\mu^bf\mu^c\mu^df$, 

$$i_N^a = -\mu^{aj}Z_j$$

$$b_N^a = \mu^{ab}\mu^{c}Z_{bc}Z_j - \mu^{a,j,k}Z_jZ_k/2$$

$$c_N^a = -\mu^{ab}\mu^{cd}\mu^{e}Z_{bc}Z_{de}Z_j + \mu^{a,j,k}\mu^{k}\mu_{cf}Z_jZ_kZ_{\ell}$$

$$-\mu^{ab}\mu^{ic}\mu^{kd}Z_{bc}Z_{de}Z_jZ_kZ_{\ell}/2 + \mu^{a,j,k,\ell}Z_jZ_kZ_{\ell}/6.$$ 

Following Definition 2, the bias of the MD estimator of $\theta_0$ in (1) and of the Lagrange parameter $\lambda$ is obtained by taking expectations of $b_N^r$, $r \in (M + 1, \ldots, M + K)$, and of $b_N^j$, $j \in (1, \ldots, M)$, respectively. Here we give expressions for the bias in which the expectations of higher order derivatives of $Q_i$ are substituted for with expectations of higher order derivatives of $q_i$:

$$E[b_N^r] = (1 - \psi_3/2)\mu^{rj}\mu^{kl}E[q_i^k q_j^l]$$

$$+ \mu^{rj}\left\{\mu^{sk}E[(\partial q_i^k / \partial \beta^s) q_j^l] - \mu^{st}E[(\partial q_i^k / \partial \beta^s \partial \beta^t) / 2]\right\}$$

$$E[b_N^j] = (1 - \psi_3/2)\mu^{jk}\mu^{lm}E[q_i^k q_j^l]$$

$$+ \mu^{jk}\left\{\mu^{rs}E[(\partial q_i^k / \partial \beta^r) q_j^l] - \mu^{st}E[(\partial q_i^k / \partial \beta^r \partial \beta^s) / 2]\right\}. (11)$$

The bias of the estimator of $\theta_0$ and the bias of the Lagrange multiplier have the same structure. In particular, only the third derivative of $\psi$ evaluated at 0 affects their magnitude. MD estimators have the same bias of order $O(N^{-1})$ if (i) the generalized third moments of $q_i$ are zero, that is, $E[q_i^j q_i^k q_i^l] = 0$, all $j, k, \ell \in (1, \ldots, M)$, or (ii) $\psi_3 = 2$. Notably, EL has $\psi_3 = 2$.

The expression for the higher order MSE of MD estimators could be obtained by substituting $i_N^r$, $b_N^r$ and $c_N^r$ into the expression in Definition 3. The resulting expression is however too complex to be of any help for carrying out higher order comparisons. Calculations can be greatly simplified if one focuses on the difference between the higher order MSE of two MD estimators with the same higher order bias. Let $\hat{\beta}_\psi = (\lambda'_\psi, \theta'_\psi, \eta'_\psi)'$ and $\hat{\beta}_\psi' = (\lambda'_\psi', \theta'_\psi, \eta'_\psi)'$ denote the solutions to the MD problem obtained from $\psi \in P$ and $\psi' \in P$, respectively. These two estimators expand as

$$E[\hat{\beta}_\psi - \beta_0] = i_N^r/\sqrt{N} + b_N^r/N + c_N^r/N\sqrt{N} + O_p(N^{-2}),$$
and

\[ (\hat{\beta}_\psi' - \beta_0') = \frac{i_N}{\sqrt{N}} + b_{\psi',N}/N + c_{\psi',N}/N \sqrt{N} + O_p(N^{-2}), \]

where \( i_N \) is not indexed by \( \psi \) or \( \psi' \) because all MD estimators have the same influence function. Let \( MSE_2^{r,s}(\hat{\beta}_\psi) \) denote the element \((r,s)\) of the \(O(N^{-2})\) MSE of \( \hat{\beta}_\psi \). Then the expression for the difference in higher order MSE is given by

\[
MSE_2^{r,s}(\hat{\beta}_\psi) - MSE_2^{r,s}(\hat{\beta}_\psi') = \frac{1}{N \sqrt{N}} \left[ \text{cov}(b_{\psi,N} - b_{\psi',N}, i_N^r) + \text{cov}(b_{\psi,N}^r - b_{\psi,N}^r i_N^s) \right] + \frac{1}{N^2} \left[ \text{cov} (i_N^r, c_{\psi,N}^r - c_{\psi',N}^r) + \text{cov} (i_N^r, c_{\psi,N}^r - c_{\psi,N}^r) \right].
\]

We are now ready to establish the main result of this section, that if two MD estimators are obtained from two divergences such that \( \psi_3 = \psi_3' \), then they have the same higher order MSE.

**Theorem 8.** If A1-A3 hold and \( \psi_3 = \psi_3' \), then (i) \( b_{\psi,N} = b_{\psi',N} \), and (ii) \( MSE_2^{r,s}(\hat{\beta}_\psi) - MSE_2^{r,s}(\hat{\beta}_\psi') = o(N^{-2}). \)

**Proof.** See Appendix B

The first conclusion of Theorem 8 implies that \( \text{cov} (i_N^r, b_{\psi,N} - b_{\psi,N}) = 0 \) and thus the difference between the \(O(N^{-2})\) MSE of the two estimators reduces to

\[
MSE_2^{r,s}(\hat{\beta}_\psi) - MSE_2(\hat{\beta}_\psi) = \frac{1}{N^2} \left[ \text{cov} (i_N^r, c_{\psi,N}^r - c_{\psi,N}^r) + \text{cov} (i_N^r, c_{\psi,N}^r - c_{\psi,N}^r) \right].
\]

In general, \( \text{cov} (i_N^r, c_{\psi,N} - c_{\psi,N}^r) \) is of order \(O(1)\), but, as established in the second part of the proof, if \( \psi_3 = \psi_3' \), then \( \text{cov} (i_N, c_{\psi,N} - c_{\psi,N}^r) = O(N^{-1}) \), and its contribution to \( MSE_2^{r,s}(\hat{\beta}_\psi) - MSE_2^{r,s}(\hat{\beta}_\psi') \) is negligible. In particular, we show in the proof that \( \text{cov} (i_N^r, c_{\psi,N}^r - c_{\psi,N}^r) = (\psi_4 - \psi_4') \Delta^{r,s} + O(N^{-1}) \). Showing that \( \Delta^{r,s} = O(N^{-1}) \) involves checking the asymptotic order of the expectations that enter its expression.

### 5.2 Second order efficiency

Theorem 8 has an important implication on the second order efficiency of bias corrected MD estimators. The estimator of \( E[b_{\psi,N}] \) for an MD estimator \( \hat{\beta}_\psi^r \) is obtained by substituting population moments in (11) with correspondent sample moments. To describe the specific form of the bias correction for MD, we need to introduce some notation. Let \( \mu_{ab,N}(\beta) = \sum_{i=1}^{N} \frac{\partial Q_{ab}(\beta)}{\partial \beta_i}/N \), let \( \mu_{N}^{ab}(\beta) \) denote the element \((a,b)\) of the matrix with
elements \( \{ \mu_{ab,N}(\beta) \} \), and

\[
A_{N}^{j,k,\ell}(\beta) = \frac{1}{N} \sum_{i=1}^{N} q_{i}^{j}(\theta)q_{i}^{k}(\theta)B_{N}^{j,k,\ell}(\beta) = \frac{1}{N} \sum_{i=1}^{N} \frac{\partial q_{i}^{j}(\theta)}{\partial \beta_{s}}q_{i}^{k}(\theta),
\]

Then, the bias adjusted MD estimator is \( \bar{\beta}_{\psi} = \hat{\beta}_{\psi} - \bar{E}[b_{\psi,N}] / N \), where the estimator of the bias term is

\[
\bar{E}[b_{\psi,N}] = \left(1 - \psi_{3}/2\right) \mu^{r}_{N}(\hat{\beta}_{\psi})\mu^{\ell}_{N}(\hat{\beta}_{\psi}) A_{N}^{j,k,\ell}(\hat{\beta}_{\psi}) + \mu^{r}_{N}(\hat{\beta}_{\psi}) \left\{ \mu_{N}^{s,k}(\hat{\beta}_{\psi}) B_{N}^{j,s,k}(\hat{\beta}_{\psi}) - \mu_{N}^{st}_{N} C_{N}^{j,s,k}(\hat{\beta}_{\psi})/2 \right\}.
\]

Under the assumptions sufficient for the asymptotic expansions for \( \hat{\beta}_{\psi} \), the estimator of the bias admits a \( O_p(N^{-1}) \) asymptotic expansion.\(^6\)

**Theorem 9.** If Assumption A1-A3 are satisfied, then (i) \( \bar{E}[b_{\psi,N}] = E[b_{\psi,N}] + \xi_{\psi,N}/\sqrt{N} + O_p(N^{-1}) \), where \( \xi_{\psi,N} = O_p(1) \) depends on \( \psi \) only through \( \psi_{3} \); (ii) \( E[\tilde{\beta}_{\psi}] = o(N^{-1}) \).

**Proof.** See Appendix B

Since \( \xi_{\psi,N} \) only depends on \( \psi \) through \( \psi_{3} \), the bias corrected estimators, \( \hat{\beta}_{\ell} - E[b_{\psi,N}] / N \), and \( \bar{\beta}_{\psi} - \bar{E}[b_{\psi,N}] / N \), \( \psi_{3} = 2 \), admit the same expansion for their bias correction. By Theorem 8, \( b_{\psi,N} = b_{\psi,N}^{r} \) and MSE\(_{2}(\hat{\beta}_{\ell}) = MSE_{2}(\hat{\beta}_{\psi}) \). Thus, the two bias corrected estimators will have the same higher order MSE.

**Corollary 1.** If Assumption A1-A3 are satisfied, all bias corrected GEL-MD estimators with \( \psi_{3} = 2 \) are second order efficient in the sense of Definition 5.

That bias corrected versions of estimators with \( \psi_{3} = 2 \) are as efficient as the EL. NS mention that any GEL estimator for which \( \psi_{3} = 2 \) and \( \psi_{4} = 6 \) are second order efficient: the analysis of this section shows that \( \psi_{4} = 6 \) is not necessary. This has the effect of enlarging the class of higher order efficient (bias corrected) estimators; for instance, none of the estimators proposed in Section 6 satisfy \( \psi_{4} = 6 \), yet they have the same higher order MSE as EL. Corollary 1 should be interpreted with care. The second order efficiency concept does not say that EL and the other MD-GEL estimators with \( \psi_{3} = 2 \) are optimal, but only that their bias corrected versions are optimal. If one uses the uncorrected estimators, it is possible to have MD estimators with \( \psi_{3} \neq 2 \) with better MSE than estimators with \( \psi_{3} = 2 \). Yet, if the bias contribution to the MSE is high, EL and other estimators with \( \psi_{3} = 2 \) will have lower MSE than other estimators of

\(^6\)The bias term can also be estimated by replacing the empirical distribution by one based on the MD probabilities defined in Section 3. Defining the correction using the MD probabilities does not change the results of this section since it has no effect on the asymptotic variance of \( \beta_{\psi} \).
the MD class. Notice that by Theorem 8, the EL and other MD estimators—not their bias corrected versions—with $\psi_3$ will have the same $o(N^{-2})$. So, if one’s objective is to minimize bias, EL and MD with $\psi_3 = 2$ should be considered on equal footing, as far as second order MSE is concerned.

There are few caveats that should be kept in mind when ranking estimators on their higher order MSE. It is well known from Srinivasan (1970) that it is possible for an estimator whose finite sample distribution does not have finite moments to admit a valid asymptotic expansion. This is particularly relevant for the class of estimators considered here since Kunitomo and Matsushita (2003) and Guggenberger (2008) suggest that EL does not have finite moments in a linear simultaneous equations setting. Note however that the higher order moments derived in this section correspond to the moments based on Edgeworth approximations to the sampling distribution (see, Sargan, 1974). If the finite sample moments do not exist, it is sensible to interpret the moments based on (8) as moments of an approximating distribution.

Even if from a theoretical standpoint it is legitimate to carry out a comparison of MD estimators based on higher order moments, one should ask what is the practical significance of this enterprise. First, higher order comparisons of estimators are still based on large $N$ asymptotic arguments and their rates of success in describing the relative performance of MD estimators depend on the particular stochastic environment under consideration. Second, if MD estimators do not have finite moments for a particular design, the approximation provided by the Edgeworth approximation will be poor and so will be the ranking. Monte Carlo evidence, presented in Section 7, indicates that the “no moments” problem of these estimators limited to the simultaneous equations setting.

6 Behavior under misspecification

A moment condition model is said to be misspecified if

\[(\text{MS}) \ | \int q(w, \theta)F(dw) | > 0 \text{ for all } \theta \in \Theta.\]

There are at least two important reasons why it is relevant to consider the behavior of estimators when the model is misspecified. First, it is sometimes reasonable to interpret conditions in (1) as mere approximations of reality. Second, even when the conditions in (1) are interpreted as the true model, misspecification is a relevant case for hypothesis testing, since it naturally arises under the alternative hypothesis that the overidentifying restrictions do not hold.

The MD problem provides a convenient setting for estimating parameters defined by moment conditions that are misspecified. The population version of the MD problem
can be interpreted as selecting—among all the distributions that satisfy the moment conditions—the probability measure that is the closest to the true but unknown distribution $F$. Formally, the population counterpart of the MD estimator is

$$\theta^*_\gamma := \inf_{\theta \in \Theta} \inf_{Q \in Q(\theta)} \int \gamma(dQ/dF)dF, \quad \gamma \in \mathcal{G},$$

where, letting $Q \ll F$ denote absolutely continuity of $Q$ w.r.t. $F$, $Q(\theta) = \{Q : \int q(w, \theta)dQ = 0, \int dQ = 1, Q \ll F\}$.

(See Komunjer and Ragusa (2009) for details on this type of problems). If the model is correctly specified, $F \in \bigcup_{\theta \in \Theta} Q(\theta)$ and $\theta^*_\gamma = \theta_0$, all $\gamma \in \mathcal{G}$, and $F = \inf_{Q \in Q(\theta_0)} \int \gamma(dQ/dF)dF$, where $\theta_0$ solves $\int q(w, \theta_0)dF = 0$. When the model is misspecified, $F \notin \bigcup_{\theta \in \Theta} Q(\theta)$ and, in general, $\theta^*_\gamma$ will vary with $\gamma \in \mathcal{G}$. In correspondence of $\theta^*_\gamma$, the pseudo-true probability measure, $F^*_\gamma := \inf_{Q \in Q(\theta^*_\gamma)} \int \gamma(dQ/dF)dF$. This definition of pseudo-true parameters is the extension of White’s (1982) definition of pseudo-true parameters and pseudo-true probability measures. A recent discussion of the appropriateness of explicitly assuming misspecification can be found in Maasoumi (2007).

A statistical model may define both a “true” and “pseudo-true” parameter. Consider the simultaneous equations model, where $y = X\theta_0 + u$ and $X = Z\pi_0 + v$. If $E[Z'u] = 0$, $\theta_0$ can be estimated by exploiting the moment conditions $E[Z'(y - X\theta_0)] = 0$. If the instruments $Z$ are correlated with $u$ the moment conditions are misspecified, and MD estimators estimate a different (pseudo-true) parameter for each choice of $\gamma$. Nevertheless, $\theta_0$ is defined whether or not $E[Z'u] = 0$: the definition of $\theta_0$ has to do with the data generating process; the definition of the pseudo-true parameter is related to the estimation procedures.

Under misspecification, some members of the MD class of estimators may fail to converge at usual rate $\sqrt{N}$ to its pseudo-true value. This happens because the equivalence of the MD problem (2) and the saddle point problem (4) may fail to hold for some $\gamma \in \mathcal{G}$, rendering estimation of $\theta^*_\gamma$ unfeasible. The equivalence between (2) and (4) is based entirely on Lagrangian type arguments: the equivalence holds, as seen in Section 2, if there exist $(\tilde{\eta}, \tilde{\lambda}) \in \mathbb{R}^{M+1}$ and $\tilde{\theta} \in \Theta$ such that

$$\tilde{\eta} + \tilde{\lambda}'q_i(\tilde{\theta}) \in A_\gamma, \text{ for all } i \leq N,$$

the constraints are satisfied for $\tilde{\pi}_i = \tilde{\gamma}_i(\tilde{\eta} + \tilde{\lambda}'q_i(\tilde{\theta}))/N$, and, for all feasible $\tilde{\pi}_i, i \leq N, \sum_{i=1}^N \gamma(N\tilde{\pi}_i)/N \leq \sum_{i=1}^N \gamma(N\tilde{\pi}_i)/N$. Under correct specification, there exists a solution, given by $\tilde{\lambda} = o_p(N^{-1/2}), \tilde{\theta} = \theta_0 + o_p(N^{-1/2})$, and $\tilde{\eta} = o_p(N^{-1/2})$, that satisfies (12)
However, if the model is misspecified and $A_\gamma$ does not span all $\mathbb{R}$, then (12) may fail to hold even as $N \to \infty$.

For instance, consider the EL estimator. Its divergence $(\gamma_{el}(x) = -\ln x + x - 1)$ implies that $A_\gamma = (-\infty, +1)$. Since the Lagrange multiplier $\eta$ can be eliminated in this case (see Theorem 3), condition (12) becomes

$$\max_{i \leq N} \tau'_i q_i(\theta) < 1. \quad (13)$$

We show now that under misspecification there does not exist a $\sqrt{N}$-convergent Lagrange multiplier that solves the EL problem. Let $\hat{\theta}$ and $\hat{\tau}$ denote the solution to the EL problem and the associated Lagrange multiplier, respectively. Suppose that $q(w, \theta)$ is unbounded in every direction, i.e. $\sup_{w \in W} v' q(w, \theta) = +\infty$ for all $\|v\| = 1$ and all $\theta \in \Theta$. As shown in the proof of Lemma 3, Assumption A1 implies that $b_N := \max_{i \leq N} \sup_{\theta \in \Theta} \|q_i(\theta)\| = o_p(N^{1/2})$. If the Lagrange multiplier is $N^{-1/2}$ bounded in probability, we can write, $\hat{\tau} = \rho \xi + O_p(N^{-1/2})$, where $\rho = \|\tau_0\|$ and $\xi \in \mathbb{R}^M$, $\|\xi\| = 1$. The parameter $\tau_0$ here is to be seen as a pseudo true value defined as the solution to the dual problem under (MS). Uniformly on $(i = 1, \ldots, N),$

$$\hat{\tau'} q_i(\hat{\theta}) \leq (\rho + O_p(N^{-1/2})) \|q_i(\hat{\theta})\| \leq (\rho + O_p(N^{-1/2})) b_N = \rho o_p(N^{1/2}) + o_p(1).$$

To satisfy (13), $\rho$ must be 0 which gives that $\hat{\tau'} q_i(\hat{\theta}) = o_p(1)$ uniformly on $(i = 1, \ldots, N)$. This implies that $\hat{\gamma}_1(\hat{\tau'} q_i(\hat{\theta}))/N = N^{-1} + o_p(1)$, uniformly as well; but under misspecification, $\pi_i = N^{-1} + o_p(1)$ $(i = 1, \ldots, N)$ and $\hat{\theta}$ are not asymptotic solutions to the MD problem.

In an interesting paper, Schennach (2007) shows that the EL does not converge to the pseudo-true value at rate $\sqrt{N}$ under misspecification. Schennach (2007) proposes a procedure that mixes EL and ET to obtain an estimator that is $\sqrt{N}$ consistent under (MS) and has good higher order properties.

There is a simple way to avoid the pitfalls of MD procedures under MS, that is, choosing divergences with $A_\gamma = (-\infty, +\infty)$. ET, CUE and all members of the CR family with parameter $\alpha$ equal to an odd integer have $A_\gamma = (-\infty, +\infty)$. Unfortunately, when the moment conditions are correctly specified, these estimators are not higher order efficient. We identify MD estimators with $A_\gamma = \mathbb{R}$ that have the same higher order MSE when the model is correctly specified.

We proceed by first deriving functions $\psi \in \mathcal{P}$ with full domain, $D_\psi = \mathbb{R}$ and such that $\psi_3(0) = 2$. We then use Theorem 1 to derive the underlying divergences. We start
by considering a modification of $\psi^t$, that is,

$$
\psi(x) = \exp h(x) - x C_1 - C_2, \quad C_1 = \frac{h_1(0)}{h_1(0) + h_2(0)}, \quad C_2 = \frac{1}{h_1(0) + h_2(0)},
$$

where $h : \mathbb{R} \mapsto \mathbb{R}$ is four times continuously differentiable. Since $\text{dom}(h) = \mathbb{R}$, then, by construction, $D_\psi = (-\infty, +\infty)$. With the normalization $\exp h(c) - x C_1 - C_2$ belongs to $\mathcal{P}$ if $h_2(x) > h_1(x)^2$, $x \in \mathbb{R}$. It is easy to verify that if $h_3(0) = 1$, the estimator based on $\exp h(x)$ will be higher order efficient. We define the following estimators.

**Definition 6 (Quartic Tilting).** The Quartic Tilting (QT) estimator solves (4) with

$$
\psi^{\text{qt}}(x; \nu) = \begin{cases} e^{[(1+x)^4-4x-1]12} + x - 1 & x > \nu \\ c_1 e^{c_2 x} & x \leq \nu \end{cases}
$$

where $\nu < 0$, and for $h(x) = e^{[(1+x)^4-4x-1]12} + x - 1$, $c_1 = h_1(\nu)/(h_1(\nu)^2/h_2(\nu) - h(\nu) + h(\nu))$, $c_2 = e^{c_1 \nu}/(h(\nu) + h_1(\nu)^2/h_2(\nu) - h(\nu))$.

**Definition 7 (Hyperbolic Tilting).** The Hyperbolic Tilting (HT) estimator solves (4) with $\psi^{\text{ht}}(x) = \exp \sinh x - 1$.

It is easy to verify that $\psi^{\text{qt}}_3 = \psi^{\text{ht}}_3 = 2$. The underlying divergences however cannot be given explicitly because neither the inverse function of $\psi^{\text{qt}}$ nor the one of $\psi^{\text{ht}}$ have a closed form expression. Nevertheless, as pointed out in Remark 6, the characterization of the divergence in Theorem 1 allows us to obtain at least a graphical representation by numerically inverting $\psi^{\text{qt}}_1$ and $\psi^{\text{ht}}_1$ and calculating $\gamma(x) = x \psi^{\text{qt}}_1(x) - \psi^{\text{ht}}_1(x)$, for all $x$ in the image of $\psi^{\text{qt}}_1$ and $\psi^{\text{ht}}_1$. The resulting divergences are plotted in Figure 1, which, for reference, also plots $\gamma^{\text{el}}$ and $\gamma^{\text{st}}$.

An alternative approach consists in modifying the $\psi^{\text{el}}$. As in Owen (2001), we define, for $\varepsilon \in (0, 1)$,

$$
\psi^{\text{el}}(x; \varepsilon) = \begin{cases} -\log(1 - x) & \text{if } x \in (-\infty, \varepsilon) \\ -\log(1 - \varepsilon) + \frac{\varepsilon(x - \varepsilon)}{1 - \varepsilon} + \frac{(x-\varepsilon)^2}{2(1-\varepsilon)} & \text{if } x \in [\varepsilon, +\infty) \end{cases}
$$

Owen (2001) points out that as $\varepsilon \to 1$ the function $\psi^{\text{el}}(x; \varepsilon)$ converges to $\psi^{\text{el}}(x)$; he suggests using $\varepsilon_N = 1 - o(N^{-1})$. Under MS, setting $\varepsilon = 1 - o(N^{-1})$ as $N \to \infty$ will limit the span of $\mathcal{A}_\varepsilon$ and make the estimator based on $\psi^{\text{el}}(x, \varepsilon_N)$ susceptible to the same misspecification issues as EL. However, setting $\varepsilon$ to a constant, say $\bar{\varepsilon} \in (0, 1)$, does not affect the higher order asymptotic efficiency of $\psi^{\text{el}}(x; \varepsilon)$ and it does not restrict the span of $\mathcal{A}_\varepsilon$. The divergence underlying $\psi^{\text{el}}(x, \bar{\varepsilon})$ can be easily recovered using Theorem 1. The
Figure 1: Implied divergence functions. For Quartic Tilting and Hyperbolic Tilting the divergences are obtained by numerically inverting the first derivative of $\psi^{qt}$ and $\psi^{ht}$ on a grid of points covering $(0, 4)$ to obtain $\tilde{\psi}^{qt}$ and $\tilde{\psi}^{ht}$ and then by calculating $\gamma^{qt}(x) = x\tilde{\psi}^{qt}(x) - \psi^{qt}(\tilde{\psi}^{qt}(x))$ and $\gamma^{ht}(x) = x\tilde{\psi}^{ht}(x)^{26} \psi^{ht}(\tilde{\psi}^{ht}(x))$. 
first derivative of $\psi_{el}(x, \bar{\varepsilon})$ is given by

$$
\psi_{el}^{1}(x; \bar{\varepsilon}) = \begin{cases} 
\frac{1}{1-x} & \text{if } x \in (-\infty, \bar{\varepsilon}) \\
\frac{x-\bar{\varepsilon}}{(1-\bar{\varepsilon})^2} - \frac{1}{1-\bar{\varepsilon}} & \text{if } x \in [\bar{\varepsilon}, +\infty) 
\end{cases},
$$

with inverse

$$
\tilde{\psi}_{el}^{1}(x; \bar{\varepsilon}) = \begin{cases} 
1 - 1/x & \text{if } x \in (0, \frac{1}{1-\bar{\varepsilon}}) \\
(x-1)(1-2\bar{\varepsilon}) + \bar{\varepsilon}^2 x & \text{if } x \in \left[\frac{1}{1-\bar{\varepsilon}}, +\infty\right)
\end{cases}.
$$

Applying the transformation $\gamma^{el}(x; \bar{\varepsilon}) = x\tilde{\psi}_{el}^{1}(x; \bar{\varepsilon}) - \psi_{el}^{1}(\tilde{\psi}_{el}^{1}(x; \bar{\varepsilon}); \bar{\varepsilon})$, we obtain

$$
\gamma^{el}(x; \bar{\varepsilon}) = \begin{cases} 
-\log(x) + x - 1 & \text{if } x \in (0, \frac{1}{1-\bar{\varepsilon}}) \\
\log(1-\bar{\varepsilon}) + 0.5 + (2\bar{\varepsilon} - 1)x + 0.5(\bar{\varepsilon} - 1)^2 x^2 & \text{if } x \in \left[\frac{1}{1-\bar{\varepsilon}}, +\infty\right)
\end{cases}.
$$

The divergence $\gamma^{el}(x, \bar{\varepsilon})$ is plotted in Figure 2 together with $\gamma^{el}(x)$ and $\gamma^{el}(x)$. Although the differences between $\gamma^{el}(x)$ and $\gamma^{el}(x; \bar{\varepsilon})$ are small, the behavior of the underlying estimators is—under misspecification—very different, as shown in the simple numerical example below.

Remark 7. The function $\psi_{el}(x; \varepsilon)$, $\varepsilon = 1 - o(N^{-1})$, is proposed by Owen as a computational device to avoid explicitly constraining the Lagrange multipliers of EL to belong to $\Lambda(\theta)$. Under correct specification, one could let $\varepsilon = 1 - o(N^{-\delta})$, $\delta > 0$, without affecting the asymptotic behavior of the resulting estimator.

Under MS, estimators based on $\gamma^{el}(x, \bar{\varepsilon})$ and $\gamma^{et}(x; \nu)$ will converge to a pseudo-true value that depends on the specific value of $\bar{\varepsilon}$ and $\nu$ used. Under correct specification, only the behavior of the divergence in a neighborhood of 1 is important and, hence, the resulting estimator is asymptotically unaffected by the particular choice $\bar{\varepsilon}$ and $\nu$.

Note that $\psi^{ht}(x)$ and $\psi^{qt}(x; \nu)$ do not satisfy the generalized homogeneity conditions of Theorem 3 and, thus, the estimators obtained from solving the GEL problem in (6) with these functions do not correspond to minimum divergence estimators. To obtain estimators that correspond to solutions to an MD problem one need to solve (4).

### 7 Monte Carlo experiments

This section describes the design and the results of two Monte Carlo experiments. The objective of the first Monte Carlo is to verify the practical significance of the higher order theoretical results of Section 5. The second experiment is designed to shed light
Figure 2: Empirical Likelihood, Exponential Tilting and Modified Empirical Likelihood divergences.
on the behavior of MD under misspecification. In both cases, we consider estimators obtained by solving (4) with $\psi_{el}(x; 1 - N^{-1})$, $\psi_{el}(x, .99)$, $\psi_{et}(x)$, and $\psi_{qt}(x; -1.5)$. These estimators are referred to as EL, EL2, ET and QT, respectively. The efficient GMM estimator is also calculated. The outer maximization step in (4) is carried out by a global optimization routine based on an evolutionary search algorithm (see, Michalewicz et al., 1993 and Mebane, Jr. et al., 2009).\footnote{Using a global optimizer with evolutionary algorithm increases computation time considerably. For instance, using a Newton algorithm for the outer step, the computation time of a typical MD estimator for the second design is of about .77 second; with the global optimizer the same estimator is calculated in approximately 46 second.}

We choose a global optimization routine because Guggenberger (2008) shows that Monte Carlo results for EL and ET estimators obtained by derivative based solvers tend to be very misleading.\footnote{Guggenberger (2008) finds that, at least for the linear instrumental variables model, solving (4) for EL and ET by evaluating $P_N(\theta) = \min_{(q, \lambda) \in A_N(\theta)} P_N(q, \lambda, \theta)$ on a grid $\Theta_B = \{\theta_1, \theta_2, \ldots, \theta_B\}$ and taking $\sup_{\theta \in \Theta_B} P_N(\theta)$ gives results than are considerably different than those obtained with a derivative based optimizer such as Nelder-Mead, BFGS, and quasi-Newton.}

The first experiment follows Hall and Horowitz (1996). The parameter is defined by the moment condition

$$Eq(Z, X_1, X_2, \theta_0) = 0, \quad q(Z, X_1, X_2, \theta) := \{\exp[-.72 - \theta(X_1 + X_2) + 3X_2] - 1\},$$

where $\theta_0 = 3$, $X_1$ and $X_2$ are random variables with distribution

$$(X_1, X_2) \sim \mathcal{N}(0, \text{diag}(.16, .16)).$$

The random vector $Z$ varies across two different designs. In the first design $Z = (1, X_2)$; in the second $Z = (1, X_2, X_3, X_4)$, where $X_3$ and $X_4$ are independently distributed with standardized $\chi^2$ and $t$-distribution with 5 degrees of freedom, respectively. In the first design, due to the symmetry of the normal distribution, the third moments of $q(Z, X_1, X_2, \theta)$ are equal to zero. The second design adds positive skewness through $X_3$ and a larger kurtosis through $X_4$. The sample sizes are $n = 100$, $n = 200$, and $n = 400$. For each design, 10000 replications are performed.

Table 2 summarizes the results. We first comment on the case $Z = (1, X_2)$. At sample size $n = 100$ we see that ET and GMM have higher bias than the other estimators, while EL, EL2 and QT biases are similar and statistically indistinguishable. At this sample size, the MSE of EL2 and QT are not statistically different from the MSE of EL. At $n = 200$ the ET is the only estimator whose bias is larger and significantly different from that of EL. The MSE of EL, EL2, QT and GMM is comparable, while the MSE of GMM and ET is larger and statistically different from the MSE of EL. At $n = 400$ the bias of ET and GMM is still generally larger than the bias of the other estimators, although the
The null hypothesis that the bias (MSE) of EL is equal to the bias (MSE) of the estimator of the corresponding row cannot be rejected at the 1% significance level.

Table 2: Bias, Variance, Median, Mean Square Error, and Mean Absolute Error of MD-GEL estimators and GMM. Each entry is based on 10000 simulations. EL, EL2, ET, QT denote, in order, MD-GEL estimators obtained from $\psi^{el}(x; \varepsilon_N)$, $\psi^{el}(x, \bar{\varepsilon})$, $\psi^{et}(x)$, and $\psi^{qt}(x; \nu)$, with $\bar{\varepsilon} = 0.99$, $\varepsilon_N = 1 - N^{-1}$, and $\nu = -1.5$. The GMM estimator is the two step efficient estimator that uses the identity matrix as first step weighting matrix.
differences are not statistically significant with respect to the EL. At these sample size, the MSE’s of all the estimators are very similar.

In the second design, $Z = (1, X_2, X_3, X_4)$, the picture is quite different. As expected, ET and GMM have larger biases at all sample sizes, while EL2 and QT have biases that are comparable with EL. The only exception being the case $n = 100$ in which QT has significant larger bias than EL, but much smaller than the bias of ET and GMM. The same results hold true for the analysis of the MSE. EL, EL2 and QT have very similar MSE (except QT for $n = 100$), while ET and GMM tend to have larger MSE.

It is interesting to reconcile the Monte Carlo results with the higher order asymptotic findings. In the first design, due to the symmetry of $q(Z, X_1, X_2, \theta)$, all the MD-GEL estimators considered have the same theoretical higher order bias regardless of the value of $\psi_3$. The Monte Carlo experiment suggests that estimators with $\psi_3 = 2$ tend to perform better for smaller sample sizes, as it takes $n = 400$ for ET to approach the bias of EL. In line with Theorem 8, the MSE of estimators with $\psi_3 = 2$ is found to be very close in both designs, while ET has a different (and, in this case larger) MSE in the second design.\(^9\)

To verify that QT, HT and the estimator based on the modified EL divergence behave well under misspecification we run a small scale Monte Carlo experiment, considering the same design of Schennach (2007). The moment condition is

$$
E q(X, \theta_0) = 0, \quad q(X, \theta) = \begin{bmatrix} X - \theta \\ X^2 - \theta^2 - 1 \end{bmatrix}.
$$

We consider again two designs. In the first, $X \sim \mathcal{N}(0, 1)$, when the moment condition is correctly specified. In the second, $X$ is drawn from $X \sim \mathcal{N}(0, 0.64)$ and the moment condition is misspecified.\(^{10}\) We run 1000 replications for each of the three sample sizes considered $N = \{1000, 2500, 5000\}$.

The results of this Monte Carlo experiment are summarized in Figure 3. For the three sample sizes considered, we plot sampling densities and normal quantile-to-quantile plots of the standardized estimators. The sampling density of EL depicted in Figure 3(a) shows clear signs of non-normality which are exacerbated as the sample size increases. The variance of this estimator does not appear to be shrinking at rate $\sqrt{N}$: the variance of this estimator is equal to 0.00293 when $n = 1000$, 0.00262 when $n = 5000$, and 0.00270 when $n = 1000$. The densities of ET, QT, GMM, and of EL2 are in line with the sampling distribution of a $\sqrt{N}$ consistent estimator: inspection of the quantile-to-

---

\(^9\)Sensitivity analysis with respect to the value of $\bar{\varepsilon}$ and $\nu$ shows that the results remain virtually unchanged when different values for those two parameters are used.

\(^{10}\)Note however that for this particular design, it can be shown that the “true” and the “pseudo-true” parameters coincide, $\theta_0 = \theta_0^\ast = 0$, $\gamma \in \mathcal{G}$. 
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Figure 3: Behavior of MD and GMM estimators under misspecification. Each plot reports the sampling distribution of a particular estimator for the three sample sizes considered \{1000, 2500, 5000\}, shown in dotted, dashed, and solid lines, respectively. Each panel also contains plots of the quantiles of the normalized sampling distribution of the estimator against the quantiles of the standard normal distribution.
quantile plots clearly indicate no signs of departures from normality. Also, the variances of these estimators shrink at rate $N$. For instance, the variance of QT goes from 0.00039 when $n = 5000$ to 0.00018 when $n = 10000$.

We recognize that it can be extremely misleading and somewhat deceiving to provide simulation results under misspecification as the results will be much more sensitive to the simulation design. We choose the example above because is used by Schennach (2007) and we do not intend to draw general conclusions out of it. Nevertheless, we cannot avoid to notice that—at least for this example—there exist MD-GEL estimators that have the same higher order MSE of EL but whose behavior is not pathological when the moment conditions are misspecified.

8 Conclusion

This paper studies the Minimum Divergence class of estimators for econometric models specified through moment conditions. We extend the analysis of Newey and Smith (2004) and show that MD estimators defined in terms of strictly convex divergences can always be calculated as solutions to a computationally tractable optimization problem. The problem is similar to the optimization setting that defines the GEL estimators of Newey and Smith and it is identical when a condition on the inverse function of the first derivative is satisfied. The MD framework allows a coherent presentation and unification of a series of tests that have been presented as alternative to the overidentification test of Hansen (1982). MD estimators that have the same higher order bias of EL share the same higher order MSE. Since EL is higher order efficient, this result implies that there are many higher order efficient MD estimators. Schennach (2007) shows that the asymptotic distribution of the EL may not be normal if the moment condition is misspecified. We give examples of estimators that are second order efficient under correct specification and do not misbehave when the moment condition does not hold exactly.

There are many important aspects of MD estimators that still remain to be explored. Estimators who have small bias and are higher order efficient are often preferable. However, concerns for real applications include the small sample properties of test procedures (in terms of size and power) and of confidence intervals (in terms of coverage). The only work that deals with optimality of overidentification test statistics is Kitamura (2001), where it is demonstrated that tests based on the EL objective function are uniformly most powerful in the Hoeffding sense. Unfortunately, the empirical size of overidentification tests based on EL is, in simulations, often found to be far from the nominal level. Further, different divergences give rise to test statistics that perform very differently in terms of size. What is the combination estimator/test that performs better (and in which
statistical environment) is still an open question. Chen and Cui (2007) have shown that EL is Bartlett correctable under the setting consider in this paper. It would be interesting to extend their analysis and derive conditions on the class of divergences under which Bartlett correctability can be proved. In Monte Carlo simulations not reported here tests of overidentifying restrictions based on the divergences proposed in Section 6 tend to perform extremely well in terms of size. We leave exploration of this aspect for future work.
A Mathematical Appendix

Lemma 1. Suppose \( \psi \in \mathcal{G} \). Then the function \( \gamma(x) = x\tilde{\psi}_1(x) - \psi(\tilde{\psi}_1(x)) \) belongs to \( \mathcal{G} \), its domain is \( D_\gamma = (l, u) \), \( l = \lim_{u \searrow a_\psi} \gamma_1(u) \) and \( u = \lim_{u \nearrow b_\psi} \gamma_1(u) \), and \( \Lambda_N^1(\theta) = \Lambda_N(\theta) \), \( T_N^1(\theta) = T_N(\theta) \) and \( T_N^1(\theta) = T_N(\theta) \) for \( \theta \in \Theta \).

Proof. Strict convexity of \( \psi \) on \( D_\psi \) implies that the inverse function of \( \psi_1(x) \) is well defined for every \( x \in D_\psi \), \( \tilde{\psi}_1 : S \to (a_{\psi^*}, b_{\psi^*}) \), \( S = (a_{\psi^*}, b_{\psi^*}) \), \( a_{\psi^*} = \lim_{u \searrow a_\psi} \psi_1(u) \) and \( b_{\psi^*} = \lim_{u \nearrow b_\psi} \psi_1(u) \). The function \( \gamma(x) = x\tilde{\psi}_1(x) - \psi(\tilde{\psi}_1(x)) \) is defined on \( S \), and, by twice continuous differentiability of \( \psi \) on \( D_\psi \), it is twice continuously differentiable on \( S \) with

\[
\gamma_1(x) = \tilde{\psi}_1(x) + x \frac{d\tilde{\psi}_1(x)}{dx} - \psi_1(\tilde{\psi}_1(x)) \frac{d\tilde{\psi}_1(x)}{dx} = \tilde{\psi}_1(x).
\]

The inverse function \( \tilde{\psi}_1(x) \) is strictly increasing on \( S \). Therefore, \( \gamma_1(x) \) is strictly increasing on \( S \) and \( \gamma(x) \) is strictly convex on \( S \). The normalizations \( \psi_1(0) = 1 \) and \( \psi(0) = 0 \) imply that \( \psi_1(1) = 0 \) and \( \gamma_1(1) = \psi_1(1) - \psi(\tilde{\psi}_1(1)) = 0 \). This and strictly convexity imply that \( \gamma \) attains its minimum 0 at \( x = 1 \), thus \( \gamma(x) \geq 0 \) for \( x \in S \). Since \( \psi_2(x) > 0 \) on \( x \in D_\psi \) the inverse function theorem gives that \( \gamma_2(x) = 1/\psi_2(\tilde{\psi}_1(x)) \); since \( \psi_2(0) = 1 \), and \( \tilde{\psi}_1(1) = 0 \) it follows that \( \gamma_2(1) = 1 \). The last assertion follows from noting that \( \{y : \gamma_1(x) = y, x \in S\} = \text{dom}\psi_1 \). Q.E.D.

Lemma 2. Suppose \( \gamma \in \mathcal{G} \). Then the function \( \psi(x) = x\tilde{\gamma}_1(x) - \gamma(\tilde{\gamma}_1(x)) \) belongs to \( \mathcal{P} \), its domain is \( D_\psi = (l, u) \), \( l = \lim_{u \searrow a_\gamma} \gamma_1(u) \) and \( u = \lim_{u \nearrow b_\gamma} \gamma_1(u) \), and \( \Lambda_N^1(\theta) = \Lambda_N(\theta) \), \( T_N^1(\theta) = T_N(\theta) \) and \( T_N^1(\theta) = T_N(\theta) \) for \( \theta \in \Theta \).

Proof. Strict convexity of \( \gamma \) on \( D_\gamma \) implies that the inverse function of \( \gamma_1(x) \) is defined for \( x \in D_\gamma \), \( \tilde{\gamma}_1 : S \to (a_\gamma, b_\gamma) \), \( S = (a_\gamma, b_\gamma) \), \( a_\gamma = \lim_{u \searrow a_\gamma} \gamma_1(u) \) and \( b_\gamma = \lim_{u \nearrow b_\gamma} \gamma_1(u) \). The function \( \psi(x) = x\tilde{\gamma}_1(x) - \gamma(\tilde{\gamma}_1(x)) \) is defined on \( S \), and, by twice continuous differentiability of \( \gamma \) on \( (a_\gamma, b_\gamma) \), it is twice continuously differentiable on \( S \) with

\[
\psi_1(x) = \tilde{\gamma}_1(x) + x \frac{d\tilde{\gamma}_1(x)}{dx} - \gamma_1(\tilde{\gamma}_1(x)) \frac{d\tilde{\gamma}_1(x)}{dx} = \tilde{\gamma}_1(x).
\]

The inverse function \( \tilde{\gamma}_1(x) \) is strictly increasing on \( S \). Therefore, \( \psi_1(x) \) is strictly increasing on \( S \) and \( \psi(x) \) is strictly convex on \( S \). The normalizations \( \gamma_1(0) = 0 \) and \( \gamma(0) = 0 \) imply that \( \tilde{\gamma}_1(0) = 1 \) and \( \psi_1(0) = \tilde{\gamma}_1(0) - \gamma(\tilde{\gamma}_1(0)) = 1 \). This and strictly convexity imply that \( \psi \) it attains its minimum 0 at \( x = 0 \), thus \( \gamma(x) \geq 0 \) for \( x \in S \). Since \( \gamma_2(x) > 0 \) on \( x \in D_\gamma \) the inverse function theorem gives that \( \psi_2(x) = 1/\gamma_2(\tilde{\gamma}_1(x)) \); since \( \gamma_2(1) = 1 \), and \( \tilde{\gamma}_1(0) = 1 \) it follows that \( \psi_2(0) = 1 \). The last assertion follows from noting that \( \{y : \gamma_1(x) = y, x \in S\} = \text{dom}\psi_1 \). Q.E.D.
Proof of Theorem 1

Apply Lemma 1 to conclude that, for $\gamma(x) = x\tilde{\psi}_1(x) - \psi(\hat{\psi}_1(x))$, $\gamma \in \mathcal{G}$, $\psi_1(x) = \tilde{\gamma}_1(x)$, $x \in D_\psi$, $\Lambda_N(\theta) = \Lambda_N^\dagger(\theta)$ for $\theta \in \Theta$. We need to show that $\hat{\Gamma}_N \leq \sum_{i=1}^N \gamma(N\hat{p}_i)/N$ for all feasible $p_i$, $i = 1, \ldots, N$. First notice that $\gamma(N\hat{p}_i) = N\hat{\psi}_1(N\hat{p}_i) - \psi(\hat{\psi}_1(N\hat{p}_i))$; summing over $(i = 1, \ldots, N)$, using $\psi_1(x) = \tilde{\gamma}_1(x)$, $\sum_{i=1}^N \psi_1(\hat{\eta} + \hat{\lambda} q_i)/N = 1$, and $\sum_{i=1}^N \psi_1(\hat{\eta} + \hat{\lambda} q_i)/N = 0$ give $\hat{\Gamma}_N = -\hat{P}_N$. Let $(\hat{\eta}, \hat{\lambda})' = \text{arg min}_{(\eta, \lambda) \in \Lambda_N^\dagger(\theta)} P_N(\eta, \lambda, \bar{\theta})$ and $\tilde{\pi}_i = \psi_1(\hat{\eta} + \hat{\lambda} q_i(\bar{\theta}))/N, (i = 1, \ldots, N)$. Optimality of $\hat{\eta}$, $\hat{\lambda}$ and $\beta$ implies that $\hat{P}_N \geq P_N(\eta, \lambda, \bar{\theta})$ for all $\bar{\theta} \in \Theta$. We have that $\gamma(N\bar{p}_i) = N\bar{\psi}_1(N\bar{p}_i) - \psi(\hat{\psi}_1(N\bar{p}_i))$. Summing over $(i = 1, \ldots, N)$ and noting that $\sum_{i=1}^N \psi_1(\hat{\eta} + \hat{\lambda} q_i(\bar{\theta}))/N = 1$, and $\sum_{i=1}^N \psi_1(\hat{\eta} + \hat{\lambda} q_i(\bar{\theta}))/N = 0$ imply that $\sum_{i=1}^N \gamma(N\bar{p}_i)/N = P_N(\bar{\eta} + \lambda q_i(\bar{\theta}))$ which, in turns, implies

$$-\hat{P}_N = \hat{\Gamma}_N \leq \sum_{i=1}^N \gamma(N\bar{p}_i)/N = -P_N(\bar{\eta} + \lambda q_i(\bar{\theta})).$$

(A.1)

This last result establishes that $\tilde{\pi}_i$, $(i = 1, \ldots, N)$, solve the MD problem for all the feasible weights of type $\tilde{\gamma}_1(\eta + \lambda q_i(\bar{\theta}))/N$, which are optimal for $\theta \in \Theta$. Q.E.D.

Proof of Theorem 2

Apply Lemma 2 to obtain that, for $\psi(x) = x\tilde{\gamma}_1(x) - \gamma(\tilde{\gamma}_1(x))$, $\gamma \in \mathcal{G}$, $\psi_1(x) = \tilde{\gamma}_1(x)$, $x \in D_\psi$, $\Lambda_N(\theta) = \Lambda_N^\dagger(\theta)$ for $\theta \in \Theta$. For every $s \in D_\psi$ and every $t \in D_\gamma$, the Fenchel inequality (see Rockafellar, 1970, pag. 218) yields

$$s \tilde{\gamma}_1(s) - \gamma(\tilde{\gamma}_1(s)) \geq st - \gamma(t).$$

Let $\tilde{\hat{p}}_i$, $(i = 1, \ldots, N)$, be feasible at $\theta = \hat{\theta}$, that is $N\tilde{\hat{p}}_i \in (a, b), \sum_{i=1}^N \tilde{\hat{p}}_i = 1, \sum_{i=1}^N \tilde{\hat{p}}_i \hat{q}_i = 0$. Evaluating the Fenchel inequality at $t = N\tilde{\hat{p}}_i$ and $s = \hat{\eta} + \hat{\lambda} \hat{q}_i$, summing over $(i = 1, \ldots, N)$, and using $\tilde{\gamma}_1(\hat{p}_i) = \psi_1(x)$ for all $x \in (a, b), \sum_{i=1}^N \psi_1(\hat{\eta} + \hat{\lambda} \hat{q}_i)/N = 1$, and $\sum_{i=1}^N \psi_1(\hat{\eta} + \hat{\lambda} \hat{q}_i)/N = 0$ give $\hat{P}_N = -\hat{\Gamma}_N \geq -\sum_{i=1}^N \gamma(N\tilde{\hat{p}}_i)/N$. We need to prove that $\hat{\theta}$ is optimal. Let $(\bar{\eta}, \bar{\lambda})' = \text{arg min}_{(\eta, \lambda) \in \Lambda_N(\hat{\theta})} P_N(\eta, \lambda, \hat{\theta})$ for $\theta \in \Theta$. We then have that

$$P_N(\bar{\eta}, \bar{\lambda}, \hat{\theta}) = -\sum_{i=1}^N \gamma(N\bar{\gamma}_1(\hat{\eta} + \lambda q_i(\hat{\theta}))) / N.$$

But $\sum_{i=1}^N \gamma(N\bar{\gamma}_1(\hat{\eta} + \lambda q_i(\hat{\theta}))) / N \geq \hat{\Gamma}_N$ and, thus, $\hat{P}_N \geq P_N(\bar{\eta}, \bar{\lambda}, \hat{\theta})$, as required. Q.E.D.
Proof of Theorem 3

Apply Lemma 1 to obtain that, for \( \gamma(x) = x\tilde{\psi}_1(x) - \psi(\tilde{\psi}_1(x)) \), \( \gamma \in \mathcal{G} \), \( \psi(x) = \tilde{\gamma}_1(x) \), \( x \in D_\psi \), \( \Lambda_N(\theta) = \Lambda_N^\dagger(\theta) \) for \( \theta \in \Theta \). Let \( p_i \), \( i = 1, \ldots, N \), feasible for \( \tilde{\theta} \in \Theta \):

\[
Np_i \in (a_i, b_i), \quad \sum_{i=1}^N p_i \tilde{q}_i = 0.
\]

Evaluating the Fenchel inequality at \( s = \tilde{\tau}'\tilde{q}_i \) and \( t = Np_i \) yields

\[
\psi(\tilde{\tau}'\tilde{q}_i) - \gamma(\tilde{\gamma}_1(\tilde{\tau}'\tilde{q}_i)) \geq \tilde{\tau}'\tilde{q}_i - \gamma(Np_i).
\]

Summing over \( i = 1, \ldots, N \), using \( \tilde{\gamma}_1(x) = \psi_1(x) \), and \( \sum_{i=1}^N \psi_1(\tilde{\eta} + \tilde{\lambda}'\tilde{q}_i)/N = 0 \) give

\[
\tilde{P}_N = -\Gamma_N \geq -\sum_{i=1}^N \gamma(Np_i)/N
\]

The last inequality implies that \( \Gamma_N \leq \sum_{i=1}^N \gamma(Np_i)/N \) and, thus, \( \tilde{\pi}_i \) is optimal among all the weights that do not impose \( \sum_{i=1}^N p_i = 1 \) and, hence, not necessarily feasible for 2. For any feasible weights, say \( \varsigma_i \) \( i = 1, \ldots, N \), \( \sum_{i=1}^N \varsigma_i = 1 \), \( \sum_{i=1}^N \varsigma_i \tilde{q}_i = 0 \), it must hold

\[
\Gamma_N(\tilde{\eta}, \tilde{\lambda}, \tilde{\theta}) = -\min_{(\eta, \lambda') \in \Lambda_N^\dagger(\theta)} P_N(\eta, \lambda',\tilde{\theta}) \leq \sum_{i=1}^N \gamma(N\varsigma_i)/N.
\]

By convexity of \( \gamma(x) \), \( \gamma(x) \geq \gamma(y) + \gamma_1(y)(x-y) \) for all \( x, y \in (a_i, b_i) \). Hence,

\[
\Gamma_N(\tilde{\eta}, \tilde{\lambda}, \tilde{\theta}) \geq \tilde{\Gamma}_N + \sum_{i=1}^N \gamma_1(N\tilde{\omega})(\tilde{\pi}_i - \tilde{\omega}_i).
\]

Let \( \delta = N/\sum_{i=1}^N \tilde{\pi}_i \). We have that \( \gamma_1(N\tilde{\omega}_i) = a(\delta) + h(\delta)\gamma_1(N\tilde{\pi}_i) \). By feasibility of \( \tilde{\pi}_i \) and \( \tilde{\omega}_i \), it follows that \( \sum_{i=1}^N (\tilde{\pi}_i - \tilde{\omega}_i) = 0 \) and \( \sum_{i=1}^N \tilde{q}_i(\tilde{\pi}_i - \tilde{\omega}_i) = 0 \). Thus,

\[
\sum_{i=1}^N \gamma_1(N\tilde{\omega})(\tilde{\pi}_i - \tilde{\omega}_i) = a(\delta) \sum_{i=1}^N (\tilde{\pi}_i - \tilde{\omega}_i) + h(\delta) \sum_{i=1}^N \gamma_1(\tilde{\gamma}_1(\tilde{\tau}'\tilde{q}_i))(\tilde{\pi}_i - \tilde{\omega}_i)
\]

\[
= h(\delta)\tilde{\tau}' \sum_{i=1}^N \tilde{q}_i(\tilde{\pi}_i - \tilde{\omega}_i) = 0,
\]

Therefore, \( \tilde{\Gamma}_N \leq \Gamma_N(\tilde{\eta}, \tilde{\lambda}, \tilde{\theta}) \leq \sum_{i=1}^N \gamma(N\varsigma_i)/N \). But since \( \Gamma_N(\tilde{\eta}, \tilde{\lambda}, \tilde{\theta}) \) is optimal at \( \theta = \tilde{\theta} \) it must be that \( \tilde{\Gamma}_N = \Gamma_N(\tilde{\eta}, \tilde{\lambda}, \tilde{\theta}) \). To show that \( \tilde{\theta} \) is optimal for the MD problem note that, for \( P_N(\tau^*, \theta) = \min_{\tau \in T_N^\dagger(\theta)} P_N(\tau, \theta), \pi^*_i = \gamma_1(\tau^* q_i(\theta))/N, \omega^*_i = \pi^*_i/\sum_{i=1}^N \pi^*_i \), we
have
\[-\Gamma_N = -\tilde{\Gamma}_N = \tilde{P}_N \geq P_N(\tau^*, \theta) = -\sum_{i=1}^N \gamma(N\pi_i^*)/N = -\sum_{i=1}^N \gamma(N\omega_i^*)/N,\]
from which the result follows. \(Q.E.D.\)

**Proof of Theorem 4**

Lemma 1 gives the three first three conclusions. Let \(\varsigma_i, (i = 1, \ldots, N),\) feasible for \(\theta = \tilde{\theta}:\)
\[N\varsigma_i \in (a_\varsigma, b_\varsigma), \quad \sum_{i=1}^N \varsigma_i \tilde{q}_i = 0.\]

For \(s = \tilde{r}' \tilde{q}_i\) and \(t = N\varsigma_i\), the Fenchel inequality gives
\[\psi(\tilde{r}' \tilde{q}_i) = \tilde{r}' \tilde{q}_i \tilde{\gamma}_1(\tilde{r}' \tilde{q}_i) - \gamma(\tilde{\gamma}_1(\tilde{r}' \tilde{q}_i)) \geq \tilde{r}' \tilde{q}_i \varsigma_i - \gamma(N\varsigma_i).\]

By summing over \((i = 1, \ldots, N),\) using feasibility of \(\varsigma_i, \psi_1(x) = \tilde{\gamma}_1(x)\) we obtain
\[\sum_{i=1}^N \gamma(N\tilde{p}_i)/N \leq \sum_{i=1}^N \gamma(N\varsigma_i)/N\]

The proof is completed by showing, as in the proof of Theorem 1 and Theorem 3 that \(\tilde{\theta}\) is optimal. \(Q.E.D.\)

**Lemma 3.** Suppose Assumption A1 holds. Let
\[\Lambda_N = \{(\eta, \lambda') : |\eta| \leq N^{1+\xi}, \|\lambda\| < N^{-1/2+\zeta}, (\xi, \zeta) > 0\}\]

Then \(\sup_{\theta \in \Theta, (\eta, \lambda') \in \Lambda_N} |\eta + \lambda' q_i(\theta)| = o_p(1).\)

**Proof.** Apply Lemma 3 in Owen (1990) to deduce that
\[b_N := \sup_{i \leq N, \theta \in \Theta} \|q_i(\theta)\| = o(N^{1/2})\]
w.p.1 and that there exists a \(\delta > 0\) such that \(b_N = O(N^{1/2-\delta})\) w.p.1. Then
\[\sup_{i \leq N, \theta \in \Theta, (\eta, \lambda') \in \Lambda_N} |\eta + \lambda' q_i(\theta)| \leq N^{-\xi} + \|\lambda\| b_N = N^{-\xi} + N^{-1/2+\zeta} O(N^{1/2-\delta}) = O(N^{\zeta-\delta}),\]
Lemma 4. If Assumption A1 holds, $(\eta(\theta_0), \lambda(\theta_0)') := \arg\min_{(\eta, \lambda') \in \Lambda_N(\theta_0)} P_N(\eta, \lambda, \theta_0)$ exists w.p.a.1, $\eta(\theta_0) = O_p(N^{-1/2})$, $\lambda(\theta_0) = O_p(N^{-1/2})$, and $P_N(\eta(\theta_0), \lambda(\theta_0), \theta_0) = O_p(N^{-1})$.

Proof. Let $\Lambda_N^*$ be as defined in Lemma 3, $(\tilde{\eta}, \tilde{\lambda}') := \arg\min_{(\eta, \lambda') \in \Lambda_N^*) P_N(\eta, \lambda, \theta_0)$, $\tilde{v}_t = t\tilde{\eta} + t\tilde{\lambda}'q_i(\theta_0)$, some $t \in [0, 1]$. By Lemma A1 and continuous differentiability of $\psi$ we have that max$_{i \in N} \psi_2(\tilde{v}_i) = 1$ for all $t \in [0, 1]$ w.p.a.1. Positive definitiveness of $\Omega$ and a Taylor expansion imply that

$$0 \leq P_N(0, \tilde{\lambda}, \theta_0) = \tilde{\lambda}'q_n(\theta_0) + \tilde{\lambda}'\left(\sum_{i=1}^N \psi_2(\tilde{v}_i)q_i(\theta_0)q_i(\theta_0)'/N\right) \tilde{\lambda} \leq \|\tilde{\lambda}\|\|q_n(\theta_0)\| - C\|\tilde{\lambda}\|^2,$$

w.p.a.1, where $C$ is a strictly positive constant. The inequality $C\|\tilde{\lambda}\|^2 \leq \|\tilde{\lambda}\|\|q_n(\theta_0)\|$ and the CLT yield $\tilde{\lambda} = O_p(N^{-1/2}) = o_p(N^{-1/2+\epsilon})$. By optimality of $(\tilde{\eta}, \tilde{\lambda}')$, $0 = P_N(0, 0, \theta_0) \leq P_N(\tilde{\eta}, \tilde{\lambda}, \theta_0)$. Notice that $P_N(\tilde{\eta}, \tilde{\lambda}, \theta_0) \geq \sum_{i=1}^N \tilde{\lambda}'q_i(\theta_0)/N$, since it holds that $\psi(x) \geq \psi(y) + \psi_1(y)(x-y)$ for all $(x, y) \in D_\psi$. Therefore, a Taylor expansion gives the following

$$0 \leq -\tilde{\lambda}'\left(\sum_{i=1}^N \psi_2(\tilde{v}_i)q_i(\theta_0)q_i(\theta_0)'/N\right) \tilde{\lambda} - \tilde{\eta}^2 \sum_{i=1}^N \psi_2(\tilde{v}_i)/N - \tilde{\eta}\tilde{\lambda}\sum_{i=1}^N \psi_2(\tilde{v}_i)q_i(\theta_0)/N \leq -\tilde{\eta}^2 - \tilde{\eta}\tilde{\lambda}'q_n(\theta_0) \leq -\tilde{\eta}^2 - |\tilde{\eta}|\|\tilde{\lambda}\|\|q_n(\theta_0)\| \leq -\tilde{\eta}^2 + |\tilde{\eta}|\|\tilde{\lambda}\|\|q_n(\theta_0)\|,$$

w.p.a.1. This implies that $\tilde{\eta} = O_p(N^{-1}) = o_p(N^{-1+\epsilon})$ for all $\xi < 1$. It follows that $(\tilde{\eta}, \tilde{\lambda}') \in \text{Int}(\Lambda_N^*)$ w.p.a.1 and by convexity of $\Lambda_N(\theta_0)$ we have that w.p.a.1

$$(\eta(\theta_0), \lambda(\theta_0)') = \arg\min_{(\eta, \lambda') \in \Lambda_N(\theta_0)} P_N(\eta, \lambda, \theta_0) = (\tilde{\eta}, \tilde{\lambda}') = \arg\min_{(\eta, \lambda') \in \Lambda_N^*) P_N(\eta, \lambda, \theta_0),$$

yielding the first and second assertions of the theorem. The third assertion follows by expanding $P_N(\eta(\theta_0), \lambda(\theta_0), \theta_0)$ around $(\eta(\theta_0), \lambda(\theta_0)') = (0, 0')$ to obtain $P_N(\eta(\theta_0), \lambda(\theta_0), \theta_0) = \lambda(\theta_0)'q_n(\theta_0) + O_p(N^{-1}) = O_p(N^{-1})$.

Q.E.D.

Proof of Theorem 5

The proof is based on Wald (1949) and Wolfowitz (1949). The basic argument goes as follows. Let $B(\delta, \theta_0)$ denote a ball of radius $\delta > 0$ around $\theta_0$. Inside $\Theta \setminus B(\delta, \theta_0)$, the sample objective function is bounded away from the maximum of the population objective function evaluated at the true parameter value, w.p.a.1. The maximum of the sample
objective function is by definition not smaller than its value at the true parameter value. The latter converges—by LLN—to the population objective function evaluated at \( \theta_0 \). Hence, the maximum of the sample objective function is unlikely to occur in \( \Theta \setminus B(\delta, \theta_0) \) for large enough \( N \). This is tantamount to consistency of the maximum of the sample objective function.

Let
\[
C_N = \{ w : \sup_{\theta \in \Theta} \| q(w, \theta) \| \leq N^{1/2} v \text{ and } \sup_{\theta \in \Theta} -\| q(w, \theta) \| \geq N^{1/2} \ell \},
\]
for some \( \ell < a_\psi < v < b_\psi \). Let \( u(\theta) = q_i(\theta)/(1 + \|q_i(\theta)\|) \). By optimality of \( \eta(\theta) \) and \( \lambda(\theta) \), we have that
\[
P_N(\eta(\theta), \lambda(\theta), \theta) \leq Q_N(\theta) := \sum_{i=1}^{N} \psi(-N^{-1/2}u(\theta)'q_i(\theta)1(w_i \in C_N))/N.
\]
For some \( t \in [0,1] \), the mean value theorem implies
\[
N^{1/2}Q_N(\theta) = \sum_{i=1}^{N} -u(\theta)'q_i(\theta)/N + \sum_{i=1}^{N} R_i(\theta, t)/N, \tag{A.2}
\]
where
\[
R_i(\theta, t) = u(\theta)'q_i(\theta)(1 - \mathbb{I}(w_i \in C_N)) + N^{-1/2}\psi_2(-N^{-1/2}tu(\theta)'q_i(\theta) \mathbb{I}(w_i \in C_N))u(\theta)'q_i(\theta)q_i(\theta)'u(\theta) \mathbb{I}(w_i \in C_N).
\]
Repeated application of the Cauchy-Schwartz inequality, convexity of \( \psi \), \( \sup_{\theta \in \Theta} \| u(\theta) \| \leq 1 \), \( \sup_{\theta \in \Theta} \| u(\theta) \|^2 \leq 1 \) yields
\[
|R_i(\theta, t)| \leq \sup_{\theta \in \Theta} \| q_i(\theta) \|(1 - \max_{i \leq N} \mathbb{I}(w_i \in C_N)) + N^{-1/2}\psi_2(m) \sup_{\theta \in \Theta} \| q_i(\theta) \|^2 \max_{i \leq N} \mathbb{I}(w_i \in C_N)
\]
for some \( m \in (a_\psi, b_\psi) \). Now, since \( 1 - \max_{i \leq N} \mathbb{I}(w_i \in C_N) = o_p(1) \), by Assumption A1 the remainder term in (A.2) is uniformly \( O_p(N^{-1/2}) \). Thus,
\[
N^{1/2}Q_N(\theta) = -\sum_{i=1}^{N} u(\theta)'q_i(\theta)/N + o_p(1), \quad \text{uniformly in } \Theta. \tag{A.3}
\]
It follows that

$$\sup_{\theta \in \Theta} N^{1/2} P_N \leq \sup_{\theta \in \Theta} N^{1/2} Q_N(\theta) = \sup_{\theta \in \Theta} N^{1/2} \sum_{i=1}^{N} -u(\theta)'q_i(\theta)/N + o_p(1).$$

Compactness of $\Theta$, continuity $u(\theta)'q_i(\theta)$ at each $\theta \in \Theta$ w.p.1, $E\left[\sup_{\theta \in \Theta} ||q_i(\theta)||\right] < \infty$, and $|N^{1/2}u(\theta)'q_i(\theta)| \leq N^{1/2} \sup_{\theta \in \Theta} ||q_i(\theta)||$ imply

$$\sup_{\theta \in \Theta} \left\| -\sum_{i=1}^{N} u(\theta)'q_i(\theta)/N - E[-u(\theta)'q_i(\theta)] \right\| = o_p(1). \quad (A.4)$$

Since $-E[u(\theta)'q_i(\theta)] = -E[q_i(\theta)/(1 + ||q_i(\theta)||)] < 0$, continuity of $E[-u(\theta)'q_i(\theta)]$ implies that there exists for every $\delta > 0$ a number $h(\delta) > 0$ such that $\sup_{\theta \in \Theta \setminus B(\theta_0, \delta)} E[-u(\theta)'q_i(\theta)] \leq -h(\delta)$ and

$$\sup_{\theta \in \Theta \setminus B(\theta_0, \delta)} N^{1/2} P_N(\eta(\theta), \lambda(\theta), \theta) \leq \sup_{\theta \in \Theta \setminus B(\theta_0, \delta)} E[-u(\theta)'q_i(\theta)] \leq -h(\delta),$$

which together with (A.3) and (A.4) yield

$$P\left\{ \sup_{\theta \in \Theta \setminus B(\theta_0, \delta)} P_N(\eta(\theta), \lambda(\theta), \theta) > -N^{-1/2}h(\delta) \right\} < \delta/2. \quad (A.5)$$

From convexity of $\psi(x)$ and optimality of the Lagrange Multipliers, we have that

$$P_N(\eta(\theta_0), \lambda(\theta_0), \theta_0) \geq \eta(\theta_0) + \sum_{i=1}^{N} \lambda(\theta_0)'q_i(\theta_0)/N.$$

Apply Lemma 4 to deduce that $\lambda(\theta_0) = O_p(N^{-1/2})$. Therefore, by convexity of $\psi(x)$,

$$P_N(\eta(\theta_0), \lambda(\theta_0), \theta_0) \geq \sum_{i=1}^{N} \lambda(\theta_0)'q_i(\theta_0)/N = O_p(N^{-1/2})O_p(N^{-1/2}) = o_p(N^{-1/2}).$$

If $\hat{\theta} \in \Theta \setminus B(\theta_0, \delta)$, then

$$\sup_{\theta \in \Theta \setminus B(\theta_0, \delta)} N^{1/2} P_N(\eta(\theta), \lambda(\theta), \theta) = N^{1/2} P_N(\eta(\hat{\theta}), \lambda(\hat{\theta}), \hat{\theta}) \geq N^{1/2} P_N(\eta(\theta_0), \lambda(\theta_0), \theta_0) = o_p(1).$$

Therefore, eventually,

$$P\left\{ P_N(\eta(\theta_0), \lambda(\theta_0), \theta_0) < -N^{-1/2}h(\delta) \right\} < \delta/2. \quad (A.6)$$
We have

\[
\{ \hat{\theta} \in \Theta \setminus B(\theta_0, \delta) \} \subset \left\{ \sup_{\theta \in B(\theta_0, \delta)} P_N(\eta(\theta), \lambda(\theta), \theta) > P_N(\eta(\theta_0), \lambda(\theta_0), \theta_0) \right\}
\]

\[
\subset \left\{ \sup_{\theta \in B(\theta_0, \delta)} P_N(\eta(\theta), \lambda(\theta), \theta) > -N^{-1/2} h(\delta) \right\}
\]

\[
\cup \left\{ P_N(\eta(\theta_0), \lambda(\theta_0), \theta_0) < -N^{-1/2} h(\delta) \right\}.
\]

Thus, for all \( \delta > 0 \), there exists a \( N_\delta \) such that for all \( N \geq N_\delta \) such that

\[
P\{ \hat{\theta} \in \Theta \setminus B(\theta_0, \delta) \} \leq \delta.
\]

Since \( \delta \) is arbitrary, \( \hat{\theta} \) is consistent. \( \text{Q.E.D.} \)

**Proof of Theorem 6**

From Theorem 5 and Lemma 3 the first order conditions \( \sum_{i=1}^{N} Q_i(\hat{\beta}) = 0 \), are satisfied w.p.a.1. A mean value expansion of the first order conditions around \( \theta = \theta_0, \lambda = 0, \) and \( \eta = 0 \) gives

\[
0 = \begin{pmatrix} 0 \\ q_n \end{pmatrix} + \begin{pmatrix} \Omega & G' & 0 \\ G & 0 & \vdots \\ 0 & \ldots & 1 \end{pmatrix} \begin{pmatrix} \hat{\lambda} \\ \hat{\theta} - \theta_0 \\ \hat{\eta} \end{pmatrix} + o_p \left( \frac{1}{\sqrt{N}} \right).
\]

Solving for \( (\hat{\lambda}', (\hat{\theta} - \theta_0)', \hat{\eta}') \) by using the formula for the inverse of a block matrix yields

\[
\sqrt{N} \begin{pmatrix} \hat{\lambda} \\ \hat{\theta} - \theta_0 \\ \hat{\eta} \end{pmatrix} = \begin{pmatrix} P & H' \\ H & -\Sigma \end{pmatrix} \begin{pmatrix} 0 \\ \sqrt{N} q_n \end{pmatrix} + o_p(1),
\]

Thus,

\[
\sqrt{N} \hat{\eta} = o_p(1), \quad \sqrt{N} \hat{\lambda} = P \sqrt{N} q_n + o_p(1), \quad \sqrt{N} (\hat{\theta} - \theta_0) = H \sqrt{N} q_n + o_p(1).
\]

The result then follows from the asymptotic normality of \( \sqrt{N} q_n \) implied by A1-A2 and the fact that \( P\Omega P = P \) and \( H\Omega H' = \Sigma \).
Proof of Theorem 7

The consistency part follows by noting that \( \tilde{\gamma}(\hat{\eta} + \hat{\lambda}'\hat{q})/N = \psi(\hat{\eta} + \hat{\lambda}'\hat{q})/N = N^{-1} + O_p(N^{-1}) \) and, thus, \( \hat{p}_A = \sum_{i=1}^{N} 1(w \in A)(\tilde{\gamma}(\hat{\eta} + \hat{\lambda}'\hat{q})/N) = \sum_{i=1}^{N} 1(w \in A)/N + o_p(1) \) and by the WLLN \( \hat{p}_A \xrightarrow{D} E[1(w \in A)] = p_A \). First, notice that the MD estimator for the augmented parameter vector \( \beta = (p_A, \theta) \) is the solution to

\[
\min_{\beta, \pi} \sum_{i=1}^{N} \gamma(N\pi_i), \quad \text{s.t.} \quad \sum_{i=1}^{N} \pi_i q_i(\theta) = 0, \quad \sum_{i=1}^{N} \pi_i 1(w \in A) - p_A = 0, \quad \sum_{i=1}^{N} \pi_i = 1.
\]

It is easy to verify that \( \sum_{i=1}^{N} \pi_i 1(w \in A) - p_A = 0 \) is not binding and, thus, the MD estimator of \( p_A \) is \( \hat{p}_A = \sum_{i=1}^{N} 1(w \in A)\hat{\pi}_i \) where \( \hat{\pi}_i \) \((i = 1, \ldots, N)\) are the solutions to the MD problem that does not impose the constraint and optimizes over \( \theta \) and \( \pi_i \) \((i = 1, \ldots, N)\). Asymptotic normality and semiparametric efficiency follows from Theorem (6); the asymptotic variance of \( \beta \) is then given by

\[
V(\beta) := \begin{pmatrix} 1 & 0 \\ 0 & G \end{pmatrix} \begin{pmatrix} p_A(1 - p_A) & -E(1(w \in A)q(w, \theta)') \\ -E(1(w \in A)q(w, \theta)) & \Omega \end{pmatrix}^{-1} \begin{pmatrix} 1 & 0 \\ 0 & G' \end{pmatrix}.
\]

By simple algebra it can be show that the \((1,1)\) element of \( V(\beta) \) is \( V_A \).

Q.E.D.

Proof of Proposition 1

Taylor expansion of the first order condition that determine the Lagrange multiplier \( \hat{\eta} \), \( \|\hat{\lambda}\| = O_p(N^{-1/2}) \), uniform convergence of \( \sum_{i=1}^{N} q_i(\theta)q_i(\theta)' \) to \( \Omega \), and Lemma 3 give

\[
0 = \sum_{i=1}^{N} \psi_1(\hat{\eta} + \hat{\lambda}'\hat{q}) - 1 = \hat{\eta} + \hat{\lambda}'\hat{q} + (\psi_3/2)\hat{\lambda}'\Omega\hat{\lambda} + O_p(N^{-3/2}).
\]

Substituting \( \hat{\lambda} = -\Omega^{-1}\hat{q} + O_p(N^{-1}) \) which is obtained by a similar expansion from the first order conditions for \( \lambda \) we have

\[
\hat{\eta} = (1 - \psi_3/2)\hat{q}'\Omega^{-1}\hat{q} + O_p(N^{-3/2}).
\]

Thus, for \( \psi_3 \neq 2 \),

\[
\frac{N\hat{\eta}}{(1 - \psi_3/2)} = N\hat{q}'\Omega\hat{q} + o_p(1).
\]
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\( GEL(\hat{\theta}) \) expands as

\[
\tilde{P}_N(\hat{\theta}, \hat{r}) = \tilde{r}'\hat{q} + \tilde{\Omega}\tilde{r}/2 + o_p(N^{-1}) = -q_n(\hat{\theta})'\tilde{\Omega}^{-1}q_n(\hat{\theta})/2 + o_p(N^{-1}).
\]

\( D(\hat{\theta}) \) expands as

\[
\tilde{P}_N(\hat{\theta}, \tilde{\eta}, \lambda) = \lambda'\tilde{q} + \lambda'\tilde{\Omega}\lambda/2 + O_p(N^{-2}) = -q_n(\hat{\theta})'\tilde{\Omega}q_n(\hat{\theta})/2 + o_p(N^{-1}).
\]

Also, \( LM(\hat{\theta}) = LM(\hat{\theta}) + o_p(1) \) and \( LM(\hat{\theta}) = Nq_n(\hat{\theta})'\tilde{\Omega}^{-1}q_n(\hat{\theta}) + o_p(1) \). The result follows from as in Hansen (1982) that \( Nq_n(\hat{\theta})'\tilde{\Omega}^{-1}q_n(\hat{\theta}) \xrightarrow{d} \chi^2(M - K) \) for any consistent estimator of \( \theta_0 \).

\[Q.E.D.\]

\section*{B Asymptotic Expansions}

For the sake of notational clarity, we use—through this appendix—the following conventions for the partial derivatives: \( \nabla_r q_i^j \) denotes the partial derivatives of the \( j \)-th element of \( q \) with respect of the \( r - M \) element of \( \theta \). That is, \( \nabla_r q_i^j = \partial q_i^j / \partial \beta^r = \partial q_i^j / \partial \theta^r - M \). The first partial derivatives are given by

\[
\frac{\partial Q_i^j}{\partial \beta^k} = q_i^j q_i^k, \quad \frac{\partial Q_i^j}{\partial \beta^r} = \nabla_r q_i^j, \quad \frac{\partial Q_i^j}{\partial \beta^s} = \nabla_r q_i^j, \quad \frac{\partial Q_i^j}{\partial \beta^t} = 0.
\]

The partial second null derivatives are:

\[
\frac{\partial Q_i^j}{\partial \beta^k \partial \beta^r} = \psi_3 q_i^j q_i^k q_i^r, \quad \frac{\partial Q_i^j}{\partial \beta^k \partial \beta^r} = q_i^k \nabla_r q_i^j + q_i^j \nabla_r q_i^k, \quad \frac{\partial Q_i^j}{\partial \beta^r \partial \beta^s} = \nabla_r q_i^j, \quad \frac{\partial Q_i^j}{\partial \beta^r \partial \beta^t} = 0.
\]  \quad (A.7)

The partial third null derivatives are:

\[
\frac{\partial Q_i^j}{\partial \beta^k \partial \beta^r \partial \beta^m} = \psi_4 q_i^j q_i^k q_i^m, \quad \frac{\partial Q_i^j}{\partial \beta^k \partial \beta^r \partial \beta^s} = \psi_3 \left( q_i^k q_i^j \nabla_r q_i^k + q_i^k q_i^j \nabla_r q_i^k + q_i^k q_i^j \nabla_r q_i^k \right),
\]

\[
\frac{\partial Q_i^j}{\partial \beta^k \partial \beta^r \partial \beta^s} = \nabla_s q_i^k \nabla_r q_i^j + \nabla_s q_i^k \nabla_r q_i^j + q_i^j \nabla_r q_i^k + q_i^k \nabla_r q_i^k, \quad \frac{\partial Q_i^j}{\partial \beta^r \partial \beta^s \partial \beta^t} = \nabla_r s q_i^k.
\]  \quad (A.8)
\[ \frac{\partial Q_i}{\partial \beta_j \partial \beta_k \partial \beta_m} = \psi_3 \left( q_i^k q_j^m \nabla_r q_k + q_i^k q_j^m \nabla_r q_k + q_i^k \nabla_r q_j \right), \]
\[ \frac{\partial Q_i}{\partial \beta_k \partial \beta_r \partial \beta_s} = \nabla_{s,t} q_i^k, \]
\[ \frac{\partial Q_i}{\partial \beta_s \partial \beta_r \partial \beta_u} = 0. \]

Define the following quantities
\[ \kappa_a = E(Z_a), \quad \kappa_{a,b} = E(Z_a Z_b), \quad \kappa_{a,b,c} = E(Z_a Z_b Z_c), \ldots \]
and, similarly,
\[ \kappa_{ab,c} = E(Z_{ab} Z_c), \quad \kappa_{ab,cd} = E(Z_{ab} Z_{cd}), \quad \kappa_{abc,d} = E(Z_{abc} Z_d), \ldots \]

Recall \( \mu^{jk} \), \( \mu^{jr} \), and \( \mu^{rs} \) denote the element of the inverse of the matrix of expected derivatives of the moment conditions evaluated at \( \beta_0 \), which is given in matrix form by
\[
\begin{pmatrix}
P & H' & 0 \\
H & -\Sigma & \\
0 & \cdots & 1
\end{pmatrix}.
\]

Given the index convention \( j, k, \ell, m, n, o \in \{1, \ldots, M\} \), \( r, s, t, u, v, w \in \{M+1, \ldots, M+K\} \), we have that \( \{\mu^{jk}\} \) denotes the element of \( P \), \( \{\mu^{jr}\} \) and \( \{\mu^{rs}\} \) denote the elements of \( H' \) and \( H \), respectively, and \( \{\mu^{rs}\} \) denote the element of \( \Sigma \). Also, since \( \kappa_{jk} = E[q^j q^k] \), \( \kappa_{j,k} \) denotes the element of \( \Omega \). The matrix identities
\[ P \Omega P = P, \quad H \Omega P = 0_{k \times m}, \quad H \Omega H' = \Sigma, \]
can be rewritten element-wise in summation notation as
\[ \mu^{jk} \mu^{lm} \kappa_{j,l} = \mu^{km}, \quad (A.9a) \]
\[ \mu^{jr} \mu^{kl} \kappa_{j,k} = 0, \quad (A.9b) \]
\[ \mu^{jr} \mu^{ks} \kappa_{j,k} = -\mu^{rs}. \quad (A.9c) \]

The identities (A.9a)-(A.9c), which are central in deriving the results of this appendix, also hold for certain permutations of the indexes because of the symmetry of \( P \), \( \Omega \), and \( \Sigma \). In particular, symmetry implies that \( \mu^{jk} = \mu^{kj} \), \( \mu^{km} = \mu^{mk} \) and \( \kappa_{j,k} = \kappa_{k,j} \).
Using (10) and expanding the sums we obtain \( O_p(N^{-2}) \) expansions for \( \beta^j - \beta^j, j \in \{1,\ldots,M\} \) and \( \beta^r - \beta^r, r \in \{M,\ldots,M+K\} \) are \( \beta^j - \beta^j = -\mu^{jk}Z_k/\sqrt{N} + b_N^j/N + O_p(N^{-3/2}) \), and \( \beta^r - \beta^r = -\mu^{rj}Z_j/\sqrt{N} + b_N^r/N + O_p(N^{-3/2}) \), where

\[
b_N^j = \mu^{ja}b^kZ_{ab}Z_k - \mu^{j,k,\ell}Z_kZ_\ell/2, \quad \text{and} \quad b_N^r = \mu^{ra}b^{bj}Z_{ab}Z_j - \mu^{r,j,k}Z_jZ_k/2.
\]

Taking expectations, using the identities (A.9a)-(A.9c), and exploiting the structure of the null derivatives of \( Q(\beta) \) we obtain

\[
E[b_N^j] = \mu^{rj}\mu^{k\ell}r_{j,k,\ell} + \mu^{rj}\mu^{sk}r_{j,s,k} + \mu^{rs}\mu^{k\ell}r_{s,k,\ell} - (\mu^{rj}\mu^{k\ell}r_{j,k\ell} + \mu^{rj}\mu^{st}r_{j,st} + \mu^{rs}\mu^{jk}r_{rjk})/2, \tag{A.10}
\]

and

\[
E[b_N^j] = \mu^{jk}\mu^{m\ell}r_{k,\ell,m} + \mu^{jk}\mu^{st}r_{k,s,t} + \mu^{js}\mu^{k\ell}r_{s,k,\ell} - (\mu^{jk}\mu^{m\ell}r_{k,\ell,m} + \mu^{jk}\mu^{st}r_{k,s,t} + \mu^{js}\mu^{k\ell}r_{j,k\ell})/2.
\]

The expressions for \( \kappa_{..,} \) and \( \mu_{..} \) appearing in the previous expression are given by

\[
\kappa_{j,k,\ell} = E(q_i^j q_i^k q_i^\ell) \quad \kappa_{j,s,k} = E(\nabla_s q_i^k q_i^j) \quad \kappa_{s,k,\ell} = E(\nabla_s q_i^k q_i^\ell)
\]

\[
\mu_{j,k,\ell} = \psi_3E(q_i^j q_i^k q_i^\ell) \quad \mu_{j,s,t} = E(\nabla_s q_i^j q_i^t) \quad \mu_{r,j,k} = E(q_i^k q_i^j \nabla_r q^i) + E(q_i^k q_i^\ell \nabla_r q^\ell).
\]

Noting that by symmetry of \( \mu^{jk} \) we have \( \mu^{rs}\mu^{jk}r_{rjk} = \mu^{rs}\mu^{ik}E(q_i^k \nabla_r q^k) + \mu^{rs}\mu^{kj}E(q_i^k \nabla_r q^j) = 2 \times \mu^{rs}\mu^{jk}E(q_i^k \nabla_r q^i) \), it follows that

\[
E[b_N^j] = \mu^{rj}\mu^{k\ell}r_{j,k,\ell} + \mu^{rj}\mu^{sk}r_{j,s,k} + \mu^{rs}\mu^{k\ell}r_{s,k,\ell} - (\mu^{rj}\mu^{k\ell}r_{j,k\ell} + \mu^{rj}\mu^{st}r_{j,st} + \mu^{rs}\mu^{jk}r_{rjk})/2

= (1 - \psi_3/2)\mu^{rj}\mu^{k\ell}E(q_i^j q_i^k q_i^\ell)/N + \mu^{rj}\left[\mu^{sk}E(q_i^k \nabla_s q_i^j) - \mu^{st}E(\nabla_s q_i^j)^2/2\right],
\]

giving, thus, the desired result. The expression for \( E[b_N^j] \) can be derived similarly.

\[ Q.E.D. \]

**Proof of Theorem 8**

The \( O(N^{-2}) \) MSE of the MD estimator obtained from the objective function \( \psi \) is given by
The proof proceeds in two steps. In the first step it is shown that if \( i_N \) is uncorrelated with \( \psi_{N \ell, b, c} \), that is, \( \text{cov}(i_N^2, \psi_{N \ell, b, c}) = 0 \), since \( b_{\psi, N} - b_{\psi, N} = 0 \). This implies that \( \text{MSE}_{2}^{r, s}(\hat{\beta}_{\psi}) - \text{MSE}_{2}^{r, s}(\hat{\beta}_{\psi'}) = o(N^{-2}) \) if \( i_N \) is uncorrelated with \( (c_{\psi', N} - c_{\psi, N})^{\prime} \) up to terms \( o(1) \). The second step of the proof demonstrates that this is indeed the case.

**First Step:**

The expression for \( b_{\psi, N} \), \( b_{\psi, N} = b_{\psi} = \mu^{r a} \mu^{b j} Z_{ab} Z_{j} - \mu^{r j k} Z_{j} Z_{k} / 2 \), depends on \( \psi_3 \) through \( \mu^{r j k} = \mu^{r a} \mu^{b j} \mu^{k c} \mu_{abc} \) and in particular through \( \mu_{abc} = \partial Q^a(\beta)/\partial \beta^b \partial \beta^c \). Inspection of the second null derivatives reveals that terms that differ between two MD estimators are those that involve \( \psi_3 \), that is, \( \mu_{j k \ell} = \psi_3 E[q_{i1} q_{i2} q_{i3}^m] \), for all \( j, k, \ell \in \{1, \ldots, M\} \). Thus,

\[
b_{\psi, N} - b_{\psi, N} = (\psi_3 - \psi_3') \mu^{r \ell} \mu^{j m} \mu^{k n} E[q_{i1} q_{i2} q_{i3}^m]/2.
\]

It follows that when \( \psi_3 = \psi_3' \), \( b_{\psi, N} - b_{\psi, N} = 0 \) giving the first conclusion of the proof. This also implies that \( \text{cov}(i_N^r, b_{\psi, N} - b_{\psi, N})/N \sqrt{N} = 0 \) and that the higher order MSE reduces then to

\[
\text{MSE}_{2}^{r, s}(\hat{\beta}_{\psi}) - \text{MSE}_{2}^{r, s}(\hat{\beta}_{\psi'}) = \frac{1}{N^2} \left[ \text{cov}(i_N^r, c_{\psi, N}^s - c_{\psi, N}^*) + \text{cov}(i_N^r, c_{\psi, N}^s - c_{\psi, N}^*) \right].
\]

**Second Step:**

Using the fact that \( \kappa_{ab, r, j} = \kappa_{ab, r, j} = \kappa_{ab, j, k} = 0 \), the covariance between \( i_N^r \) and \( c_{\psi, N}^s \) is given by

\[
\text{cov}(i_N^r, c_{\psi, N}^s) = \mu^{r \ell} \mu^{j m} \mu^{k n} \kappa_{ab, c, d, j, k} - \mu^{r \ell} \mu^{j m} \mu^{k n} \kappa_{ab, c, d, j, k} + \mu^{r \ell} \mu^{j m} \mu^{k n} \kappa_{ab, c, d, j, k} - \mu^{r \ell} \mu^{j m} \mu^{k n} \kappa_{ab, c, d, j, k}. \\
\]

\[
- \mu^{r \ell} \mu^{j m} \mu^{k n} \mu_{ab} \kappa_{j, k, \ell, m} + \mu^{r \ell} \mu^{j m} \mu^{k n} \mu_{ab} \kappa_{j, k, \ell, m} + 2 \mu^{r \ell} \mu^{j m} \mu^{k n} \mu_{ab} \kappa_{j, k, \ell, m}/2 + \mu^{r \ell} \mu^{j m} \mu^{k n} \mu_{ab} \kappa_{j, k, \ell, m}/6.
\]
Terms entering cov($i'_N, c^s_{\psi,N}$) that depend on $\psi$ are $\mu^{b,k,\ell}, \mu^{m,a,b}_{\kappa_{abc,j,k,\ell}},$ and $\mu^{s,k,\ell,m}$. By inspection of the null derivatives, it is easy to see that the first two terms depend only on $\psi_3$; also,

$$\kappa_{abc,j,k,\ell} = E \left[ \left( \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \frac{\partial Q_i^a}{\partial \beta^a} - \sqrt{N} \mu_{abe} \right) \frac{1}{\sqrt{N}} \sum_{i=1}^{N} q_i^j \frac{1}{\sqrt{N}} \sum_{i=1}^{N} q_i^k \frac{1}{\sqrt{N}} \sum_{i=1}^{N} q_i^\ell \right],$$

only depends on $\psi_3$ for indexes $a, b, c \in (2, \ldots, M+1)$. Thus, when $\psi_3 = \psi'_3$,

$$\text{cov}(i'_N, c^s_{\psi,N} - c^a_{\psi',N}) = (\mu^{rj} \mu^{sn} + \mu^{s,js} \mu^{rm}) \mu^{ko} \mu^{lp} \mu^{ml}(\mu^{\psi}_{\text{nopl}} - \mu^{\psi'}_{\text{nopl}}) \kappa_{j,k,\ell,m}/6,$$

where $\mu^{\psi}_{\text{nopl}}$ and $\mu^{\psi'}_{\text{nopl}}$ denote the terms that differ in the expansion when $\psi_4 \neq \psi'_4$. Now,

$$\kappa_{j,k,\ell,m} = E \left[ \frac{1}{\sqrt{N}} \sum_{i=1}^{N} q_i^j \frac{1}{\sqrt{N}} \sum_{i=1}^{N} q_i^k \frac{1}{\sqrt{N}} \sum_{i=1}^{N} q_i^\ell \frac{1}{\sqrt{N}} \sum_{i=1}^{N} q_i^m \right],$$

which, by independence of $w_i$, can be rewritten as

$$\kappa_{j,k,\ell,m} = E(q_i^j q_i^k q_i^\ell q_i^m)/N + \kappa_{j,kK_{\ell,m}}[3] + \kappa_{j,kK_{\ell,m}}[4] + \kappa_{j,kK_{\ell,m}}[6] + \kappa_{j,kK_{\ell,m}},$$

where the notation $[\cdot]$ denotes the sum over partitions of four indexes, so that, for example,

$$\kappa_{j,kK_{\ell,m}}[3] = \kappa_{j,kK_{\ell,m}} + \kappa_{j,K_{k,m}} + \kappa_{k,mK_{\ell,m}}.$$

Because $\kappa_j = 0$, the last four terms in the last expression for $\kappa_{j,k,\ell,m}$ are all 0. By A3, $E(q_i^j q_i^k q_i^\ell q_i^m) = O(1)$, and thus

$$\kappa_{j,k,\ell,m} = \kappa_{j,kK_{\ell,m}}[3] + O(N^{-1}).$$

Substituting this into the expression for $\text{cov}(i'_N, c^s_{\psi,N} - c^a_{\psi',N})$ and using $\mu^{\psi}_{j,k\ell m} = \psi_4 E[q_i^j q_i^k q_i^\ell q_i^m]$ yields

$$\text{cov}(i'_N, c^s_{\psi,N} - c^a_{\psi',N}) = (\psi_4 - \psi'_4) \Delta^{r,s} + O(N^{-1}),$$

where

$$\Delta^{r,s} = (\mu^{rj} \mu^{sn} + \mu^{s,js} \mu^{rm}) \mu^{ko} \mu^{lp} \mu^{ml} E[q_i^n q_i^o q_i^p q_i^q] \kappa_{j,kK_{\ell,m}}[3]/6.$$

Applying the identity in (A.9b) we have that $\mu^{rj} \mu^{ko} \kappa_{j,k} = \mu^{rj} \mu^{lp} \kappa_{j,\ell} = \mu^{rj} \mu^{ml} \kappa_{j,m} = 0$. Therefore, we have that $\Delta^{r,s} = 0$ which gives the desired result that $\text{cov}(i'_N, c^s_{\psi,N} - c^a_{\psi',N}) = 0$.
$O(N^{-1})$ and, thus, $MSE_{2r}^r(\hat{\beta}_\psi) - MSE_{2r}^r(\hat{\beta}_{\psi'}) = o(N^{-2})$.  \[Q.E.D.\]

**Proof of Theorem 9**

We need to show only the first assertion of the theorem, as the second follows from equation (9). Notice that the bias correction can be written as $\overline{E[b_{r,N}\psi]} = u^r(d_N(\hat{\beta}_\psi))$, where $d_N(\beta)$ is a vector collecting the sample moments constituting $E[b_{r,N}\psi]$, that is,

$$d_N(\beta) = \left\{ \mu_{ab,N}, \{ A_{N}^{j,k,\ell}(\beta) \}, \{ B_{N}^{j,s,\ell}(\beta) \}, \{ C_{N}^{j,k,\ell}(\beta) \} \right\},$$

and $u^r(\cdot)$ is twice continuously differentiable function. Let $d_0 = E[d_N(\beta_0)]$. Note that $E[b_{r,N}\psi] = u^r(d_0)$. A Taylor expansion of $u^r(d_N(\hat{\beta}_N))$ around $d_N(\hat{\beta}_N) = d_0$ gives, after using repeatedly bounding arguments allowed by Assumptions A3, that

$$\overline{E[b_{r,N}\psi]} = E[b_{r,N}\psi] + \xi_{r,N}^T/\sqrt{N} + O_p(N^{-1}),$$

where

$$\xi_{r,N}^T = \frac{\partial u^r(d_0)}{\partial d^T} \sqrt{N} \left[ d_N(\beta_0) - E[d_N(\beta_0)] - \sum_{a=1}^{M+K+1} E \left( \frac{\partial d_N(\beta_0)}{\partial \beta^T} \right) d^T_N \right].$$

Note that $\xi_{r,N}^R$ depends on $\psi$ only through $\partial \mu_{ab,N}(\beta_0)/\partial \beta$, that is, through $\partial Q^a(\beta_0)/\partial \beta^b \partial \beta^c$. Inspection of the null derivatives reveals that $\partial Q^a(\beta_0)/\partial \beta^b \partial \beta^c$ only depends on $\psi_3$ for $a, b, c \in \{1, \ldots, M\}$ and the result follows. \[Q.E.D.\]
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